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and panels  in  which frequent change  of personnel is 141 
customarily experienced. 

References 

[ 11 H. M. Moser and J. J. Dreher, “Effects of training  on [6] 
listeners in intelligibility  studies,” J. Acoust. SOC. Arne?. , 

[ 21 C. W. ituckey, “InvestiqFtion of the precision of  an artic- [7] 
ulatlon  testme Dromam. J. Acoust. SOC. Amer..  vol.  35. 

[51 

V O ~ .  27  pp. 1213-1219, NOV. 1955. 

p.  1782-178-7:NO;.  1G63. 
[3] f J. Hirsch ~t al., “Development of materials  for speech [8] 

audiometry, J. Speech Hear. Disorders, vol. 17, pp. 321- 
327,  Sept. 1952. 

Design  and  Simulation 
of a Speech  Analysis- 
Synthesis  System  Based 
on  Short-Time  Fourier 
Analysis 

RONALD W. SCHAFER and LAWRENCE R. RABINER 

Abstract-This paper discusses the theoretical basis for  rep- 
resentation of a speech signal by  its  short-time  Fourier  trans- 
form.  The  results of the theoretical  studies were  used t o  
design a speech analysis-synthesis system which  was simulated 
on  a  general-purpose  laboratory digital computer  system.  The 
simulation uses the fast Fourier  transform  in  the analysis stage 
and specially designed finite  duration impulse response filters 
in the synthesis stage. The  results of both  the theoretical  and 
computational  studies lead to  an  understanding of the effect 
of several  design parameters  and  elucidate  the design tradeoffs 
necessary to achieve moderate  information  rate  reductions. 

1. Introduction 

The phase vocoder [ 11 is a system for representing a 
speech signal  by its  complex short-time Fourier trans- 
form.  In  its digital form,  the short-time Fourier trans- 
form representation of a speech signal requires an 
information  rate  between  that of conventional chan- 
nel vocoders and waveform coding systems such as 
PCM and  delta  modulation.  The  short-time Fourier 
representation is  of interest because it does not re- 
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quire any  form of source coding such as pitch tracking 
or voiced-unvoiced detection  and  yet  it offers con- 
siderable flexibility in manipulating the basic speech 
parameters. In  addition, analysis-synthesis systems 
such as the phase vocoder may offer advantages for 
realization with multiplexed digital hardware. 

In  this paper we summarize  some  theoretical results 
[2] that have important implications for design of 
speech analysis-synthesis systems based on  short-time 
Fourier analysis. We show  how digital signal  process- 
ing techniques such as the fast Fourier transform and 
interpolation using finite  duration impulse response 
filters can be effectively employed in the simulation 
and realization of speech coding systems. These re- 
sults indicate the important design parameters and 
also facilitate understanding of  design tradeoffs neces- 
sary to achieve moderate  information  rate reductions. 

II. Discrete Short-Time  Fourier Analysis  and Synthesis 

If a speech signal  is  passed through a bank of ideal 
bandpass filters whose passbands are contiguous and 
precisely  cover the speech band, then  the sum  of the 
filter outputs is equal to the  input. With careful de- 
sign, realizable bandpass filters can similarly be  used 
with small degradation in quality. This is the  funda- 
mental principle underlying the  representation of 
speech  by its  complex  short-time Fourier transform. 

In this section we show  how the  shorbtime trans- 
form is related to a bank  of bandpass filters  and dis- 
cuss some modifications and. improvements in the 
conventional formulation of short-time Fourier anal- 
ysis and synthesis. 

Consider a set of equally spaced causal bandpass 
digital filters whose impulse responses are 

h, ( n T )  = h(nT)  cos [wkaT] (1) 

where h(nT) is the impulse response of a causal proto- 
type low-pass filter, wh = Aw - h for 12 = 1, 2, . . . , M 
(covering the desired  speech band), and T is the sam- 
pling period. If x ( n T )  is the sampled input speech 



166 IEEE TRANSACTIONS  ON  AUDIO AND ELECTROACOUSTICS, JUNE 1973 

signal and Y k  (nT)  is the  output of the  hth bandpass 
filter, then  the sum of the  outputs is' 

y ( n T )  = Y k  (nT)* 
M 

k = 1  
(2) 

Using discrete convolution, the  output of the  hth 
filter is 

Y k  ( n ~ )  = 5 x ( r T )  h ( n ~  - r T )  cos [wk ( n ~  - rT)I 
p=-m 

= Re x(ok, nT)}  (3) 

where 

x ( w k ,  n T ) =  5 X(rT)h (nT-  rT )  
r=--DD 

= a(Q, n T )  - jb (w, ,  n T )  ( 4) 
is the short-time  Fourier  transform of the  input x ( r T )  
for  the  data window h(nT -. rT) ,  evaluated at fre- 
quency && and  time nT. The real and imaginary parts 
of x ( o k ,  n T )  can be expressed  as 

n 
a(cdk, nT)  = h(nT - rT)  x(rT) cos [ u k r T ]  ( 5 )  

r=--m 

and 
n 

b(wk,  nT) = 1 h(nT - rT)  x(rT)  sin [b&r"T]. (6) 
r=--m 

From (3), we  can write 

Y k  ( n T )  = a(uk n T )  * cos [wknT] 

+ b(cdk, nT)  . sin [ a h  nT] . (7) 

Equations (4), (5), and (6) define the operations re- 
quired for short-time  Fourier analysis, and (2) and (7) 
define the  method of synthesis from the short-time 
Fourier transform representation of the speech  signal. 
For a single channel, Fig. l (a)  depicts the  method of 
computing the short-time  Fourier  transform suggested 
by (5) and (6). Fig. l (b)  shows the  method of syn- 
thesis from  the real and imaginary parts of the short- 
time transform as  given  by (7). It can be shown that 
if the systems of  Fig. l (a)  and (b) are connected 
back-to-back, the effective  impulse  response  of the 
hth channel is hk ( n T )  = h(nT)  cos [wknT]. 

The  fidelity with which the synthesized output 
y ( n T )  matches the  input x (nT)  is a question of basic 
importance. This question is equivalent to inquiring 
as to how closely the composite frequency response 
relating x(nT)  and y ( n T )  approaches the ideal  of flat 
amplitude response and linear phase response, or  how 
closely the composite impulse  response approaches a 
delayed discrete-time impulse.  Since ideal filters with 

frequency which is not normally of interest in speech coding. 
'Note that we have omitted the channel centered at zero 

b ( W k , n T )  

Fig. 1. Basic operations for short-time Fourier analysis (a) and 
synthesis (b). 

infinite  attenuation are not available in practice, the 
frequency responses of adjacent channels must over- 
lap. This can lead to significant deviation from  the 
ideal composite response-especially at the edges of 
the bands. 

To see how to achieve a good approximation to  the 
ideal composite response, it is convenient to study the 
composite impulse  response &(nT) ,  which is simply 
the sum of the impulse  responses of the individual 
channels. If M channels are used in the analysis,  we 
obtain 

z ( n T )  = h(nT)  1 cos [UknT] 
M 

k = l  

= h(nT)  d (nT)  (8 )  

where 

W k  = Am . k .  

Thus we  see that &(nT) is the  product of h(nT),  the 
low-pass filter impulse response, and a sequence de- 
noted d(nT)  which  is dependent only on  the number 
of channels and the spacing of the channels. It can  be 
shown [ 21 , that if A w  = 27r/NT, where N is an in- 
teger, then  the sequence d ( n T )  is periodic with period 
N and is  given  by 

d(nT)  = 
sin [(M + 1/2)  AonT]  

[sin AonT/2]  - 1. (9) 

This sequence has peaks at intervals of NT seconds. 
If 2 n / ( A w T )  is not an integer, the sequence d(nT)  is 
not periodic but still has peaks at intervals of NT 
seconds [2] . 

A particularly interesting choice of parameters is  as 
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follows: let N be an odd integer2 and M = ( N  - 1)/2. 
For A W  = (2n)/NT,  it can easily  be  seen that this 
corresponds to evaluating the short-time Fourier 
transform at equally spaced frequencies in the range 
0 < o < n/T.  If, in addition, we include a channel 
centered on zero frequency, it can be shown [ 21 that 

d(nT)  = 
sin (ma) 

sin (rn/N) 

= N ,  n = 0, +N, + 2 N , .  - * 

= 0, elsewhere, 

Thus, for these conditions, d(nT)  is a periodic train 
of impulses, with a period NT which  is  inversely pro- 
portional to  the frequency spacing between channels. 
Since &nT) = h(nT)  d(nT) ,  it is  clear that  the com- 
posite impulse response will  also  be an impulse train. 
Since the ideal composite impulse response is a de- 
layed impulse, we must choose the  prototype low- 
pass  impulse response h(nT)  so as to eliminate all but 
one of the impulses in d(nT).  Suppose we fix T and 
N ,  corresponding to fixed frequency spacing Ao. 
Then if  we choose a very narrow impulse response, 
e.g.,  of duration less than 2 N ,  the composite impulse 
response will appear as in Fig. 2(a). Here we have 
shown the  prototype low-pass response or  data win- 
dow as a  dotted curve superimposed on the impulse 
train that represents the composite response. Clearly 
there is only one impulse; however, such a  narrow 
impulse response h(nT) corresponds to a  rather wide- 
band  low-pass filter which would not give satisfactory 
frequency resolution. If  we  use a narrower bandwidth 
filter, the impulse response will become  proportion- 
ately greater in duration as in Fig. 2( b) where we note 
that  the composite impulse response consists of  sev- 
eral impulses which would give rise to a reverberant 
quality in the  output speech. Thus we see that 
good frequency resolution, i.e., narrow-band channels, 
seems to be at odds with low reverberation. How- 
ever,  Fig. 2(c) suggests one way in which, at least 
theoretically, the  output can match the  input ex- 
actly. Here we  have  used a wider filter but have con- 
strained the values of h(nT) to be zero at integer mul- 
tiples of the period N .  In  this case the composite 
response is a single impulse delayed by 2N. Thus  the 
output is a delayed and scaled replica of the input. 
Such  a data window can be  designed [ 31. Therefore, 
the short-time Fourier transform can theoretically 
represent the speech signal exactly. 

In  many practical systems it will not be convenient 
to choose the parameters so that  the composite re- 
sponse is  as depicted in  Fig. 2(c). However, the 
analysis and synthesis equations can be modified to 
effect further improvements even  if the  optimum 

Similar  results  can  be  derived for N even [ 21. 
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Fig. 2. Composite impulse  responses for short-time Fourier 
analysis-synthesis for fixed frequency spacing Aw. (a) Wide- 
band filter. (b) Narrow-band filter. (c) Illustration of how 
the prototype filter can be designed to give perfect recon- 
struction of the input from the short-time transform. 

response cannot be achieved. The  example  of Fig. 3 
illustrates this  point  for an analysis-synthesis system 
of 30 channels spaced at 100 Hz intervals, with a 
sampling rate of 10 kHz [2] . The  dotted curve on 
the  left in  Fig. 3(a) shows the low-pass impulse re- 
sponse h(nT)  (sixth-order Bessel filter),  and the solid 
curve  shows the composite impulse response g(nT). 
From  this latter cuke it is  possible to visualize the 
periodic pulse-like character of the sequence d(nT)  in 
the case when not ali the channels are used in syn- 
thesis. We see that in addition to the main  pulse at 
10 ms, there is a significant echo at 20 ms. (The 
period of d(nT)  is 10  ms.) This echo manifests itself 
in the composite frequency response as an amplitude 
and phase ripple, (Fig. 3( b)  and (c) on the  left)  and 
perceptually as a reverberant quality in the  synthe- 
sized output. This example, together with the  fact 
that E(nT) is the  product s f  d(nT)  and h(nT),  sug- 
gests two ways of improving the composite response. 

As we have noted,  for  a given frequency spacing we 
could widen the bandwidth of the low-pass filter, 
thereby reducing the  duration of h(nT). As can be 
seen from Fig. 3(a) on the left,  this  would have the 
effect of  increasing the  amplitude of the first pulse 
and decreasing the amplitude of the second pulse. 
However, this means that we must effectively sacri- 
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Fig. 3. Composite responses. Left column-no  phase  adjustment.  Right  column-best  phase  adjustment. (a) 
Impulse  response [dotted curve is h(nT) ] .  (b) Magnituderesponse. (c) Phase response  after  subtracting  linear 
phase  corresponding to delay of main pulse. 

fice frequency resolution. An alternative approach is 
suggested if  we note  that if d(nT)  could be shifted to 
the right relative to h(nT)  (the  dotted curve), then 
the main  pulse would grow in amplitude and the echo 
would be  smaller. At  the same time, however, the 
pulse  in d(nT)  at nT = 0, which  was completely sup- 
pressed  by h(nT) ,  grows in amplitude as d(nT)  moves 
to  the right. This is shown in Fig. 3(a) on the right. 
Thus, for  a given frequency resolution there is an 
optimum delay of d ( n T )  relative to h(nT)  for which 
G(nT) consists of a large central pulse and two small 
pulses of equal size, one on each  side  of the main 

pulse. It can be shown [2] that this  condition gives 
minimum amplitude and phase ripple for  a given fre- 
quency resolution. 

The mechanism for delaying d(nT)  relative to h(nT)  
is available in either the analysis or the synthesis 
stage. If  we  change (5) and (6) to 



n 
b ( W k ,  n T )  = h(nT- r T ) x ( r T )  sin [ O k ( r T  + n,T)1 

(11) 

r=-W 

where n, = no, and we use (7)  for synthesis, the ef- 
fective impulse response of the  kth channel will  be 

h k  ( n T )  = h(nT) cos [ w k  (nT - no T ) ]  

and the composite impulse response will  be 

K(nT) = h(nT) . d(nT - n o  T ) .  

Alternatively, the same channel response will  be ob- 
tained if  we use ( 5 )  and (6) for analysis and substitute 
for (7), 

Y k  ( n T )  = a(wk,  n T )  cos [ W k ( n T -  n,T)] 
+ b(b&, n T )  sin [ c d k ( n T -  n,T)]  (12) 

where n, = no. As a  third possibility we can use (10) 
and (11) for analysis and (12) for synthesis if n, + 
n, = no. An interactive design  program [ 21 facilitates 
the choice of the parameters of  such systems so as to 
obtain composite responses similar to  the right-hand 
side of Fig, 3. 

111. Short-Time Fourier Analysis Using the FFT 

Fig. l (a)  shows the basic  analysis configuration for 
complex  short-time Fourier analysis. The low-pass 
filters required for each channel can have an impulse 
response duration  that is theoretically infinite, thus 
requiring a recursive realization, or we can use a  finite 
duration impulse response filter realized either re- 
cursively or nonrecursively. In  either case the com- 
putation required is quite time consuming, since all 
of the  operations  for a single channel must be re- 
peated for each channel. Furthermore,  when recur- 
sive realizations are employed, the channel outputs 
a((.+, nT)  and b ( W k ,  nT) must be computed at  the 
sampling rate of the  input speech  signal  even though 
it is clear that  the channel signals  have a  bandwidth 
equal to  the bandwidth of the low-pass filter. If  we 
use a  finite  duration impulse response, however, this 
is not so. Clearly, we can easily compute  the  output 
of the low-pass filter at a lower sampling rate by 
simply skipping as many samples, at  the  input  rate, as 
desired. 

In this section, we show  a  method that employs 
the fast Fourier transform (FFT) [4] to  compute  the 
channel signals at sampling rates  much lower than  the 
input sampling rate. This scheme offers significant 
speed advantages for software realizations and it may 
be  viewed  as a simulation of a hardware realization 
which might employ multiplexing techniques to re- 
duce the  amount of required hardware. 

The expressions for  the  short-time  Fourier trans- 
form in (4) can be written 

i xlnT-rT-NT)  h(rTtNT) 

t g(r,n) 

Fig. 4. Illustration of FFT method of computing the short- 
time Fourier transform. 

where  we  have rewritten  the (possibly infinite) sum 
as a  sum of finite  sums over N samples.  With a change 
of variable in the  inner sum we can write 

00 N-1 
x ( w k ,  nT)  = x(nT - rT - mNT) 

m = o  r = o  

. h(rT + mNT) e i ' J k ( r - n + m N ) T  - (14) 
If we choose w k  = (2r/NT) k, i.e., equally spaced fre- 
quencies where Ao = 2r/NT, then we  can take advan- 
tage of the periodicity of the complex  exponential 
to write 

where 
m 

g(r ,  n )  = x(nT - r T -  mNT) h(rT + mNT). (16) 
m = O  

The factor 

G(k, n )  = g(r, n)  ei(2n'N)kr, k = 0,  1, . . * , N - 1 
N-1 

r =  0 

(17) 
can  be  recognized  as the discrete Fourier transform 
(DFT) [ 41 of the sequence g(r ,  n )  in (16). Fig. 4 aids 
in the interpretation of this method of computing 
X(ok, nT). At  the  top is shown  a typical window 
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Fig. 5. Block diagram for one channel of a  speech  coding system based on short-time Fourier  analysis. 

h(nT - rT) superimposed upon  the  input speech at a 
given time nT. The past values of the speech signal 
are weighted  by the window. The resulting sequence 
is divided into segments of N samples and reversed 
in time, as shown in the  next three plots. These  seg- 
ments are then  added together to form  the sequence 
g(r, n )  which  is transformed using  an FFT program. 
The  number of segments required is dependent  on  the 
length of the impulse response h(nT).  If h(nT)  has fi- 
nite length, only a  finite  number of segments are 
required. If the impulse response is infinite, an infi- 
nite  number of segments are theoretically required; 
however, in practice the impulse response of a low- 
pass filter usually approaches zero rapidly so that an 
accurate simulation can still be performed using the 
above  scheme with a  truncated impulse response. 

In order to use an FFT program to compute G ( k ,  n) ,  
M must be a power of two,  or, if an appropriate pro- 
gram is  available, it must  at least be a composite num- 
ber [4] . If the sampling rate is fixed, this places a 
strong limitation on the choice of analysis frequen- 
cies,  since it was  assumed that Aw = 2n/NT. If, how- 
ever, we are free to adjust the  input sampling rate 
(i.e., l / T ) ,  we can fix N and still obtain  any desired 
Ao. 

IV. Simulation of an  Anaiysis-Synthesis  System 

The concepts of the previous two sections have  been 
employed in a general purpose computer simulation 
of a  complete analysis-synthesis system. In  this sec- 
tion we discuss the signal  processing techniques em- 
ployed in the simulation. 

The complete analysis-synthesis system is depicted 
in Fig. 5. This figure is conveniently segmented into 
three parts, an analysis section, a section for bit-rate 
reduction,  and  a synthesis section. In  this section of 
the paper we will  discuss the details of analysis and 
synthesis, leaving the details of the bit-rate reduction 
for the  next section. 

We begin with speech that is  sampled at  a rate of 
12  195 Hz.  With N = 128, this samplingrate allows us 
to analyze up  to  65 channels with 94.273 Hz spacing 
using the technique of the previous section. An FFT 
program is used to compute  N = 128 point transforms 
of windowed  speech according to  (16) and (17). The 
finite length lowpass  impulse response h(nT) ,  de- 
signed  by frequency sampling techniques [3], has a 
length of 731 samples and corresponds to a filter with 
precisely linear phase and amplitude response as 
shown in  Fig. 6. The  filter is down 6 dB at 50 Hz 
and has more  than 60 dB attenuation above 83 Hz. 
Since the linear phase  impulse response is symmetric 
about sample number  365, the composite response 
can  be made to have  precisely linear phase by incor- 
porating a delay of 365 samples into  the analysis as 
in (10) and (11). By an iterative procedure it was 
found  that  a frequency spacing of A o  = 27~(94.273) = 
27r/NT yields an impulse response that is  very  small in 
the vicinity of the pulses located at  +128T in the 
shifted sequence d(nT - 365T).  In  the  FFT  method, 
(15) is changed to 

X ( w h ,  n T )  = e- j (2n/N)k(n+%) G(h ,  n )  

where n, is the desired  analysis delay. Because the 
FFT processing restricts the value  of N to be a power 
of two,  the  rather unusual sampling rate of 12 195 Hz 
is required. If the system were  realized without this 
constraint on  N,  other sampling rates could of course 
be  used. 

Since the low-pass filter cuts off at  about 50 Hz, the 
channel signals  can  be  sampled at a  much lower rate 
than  the  input speech rate. Thus we compute these 
signals  with a sampling period T1 = rn, T by  moving 
the “window” h(nT - rT) in steps of rn, samples of 
the  input waveform. For example, a value of m1 = 
122 samples yields a sampling rate of l /TI  = 
99.96 Hz. 

At  each sample time, we perform the operations 
called for by (16),  (17), and (f5), obtaining as a re- 
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Fig. 6. Frequency  response of finite duration  linear  phase 
low-pass filter  used in simulation of analysis-synthesis system. 

sult, all the channel signals required to completely 
cover the frequency range 0 < o < 2n/T. The chan- 
nels corresponding to frequencies in the range R/T < 
o < 2n/T are complex conjugates of corresponding 
channels in the band 0 < w < r/T,  and can thus be 
discarded. Furthermore, to insure that  no aliasing 
occurs in sampling the speech signal, we generally 
sample at a higher rate than is  necessary to preserve 
the speech information. Therefore, some of the higher 
channels in the range O K  o < r/T may  also  be ig- 
nored in synthesis by  simply choosingM < N/2.  This 
can lead to significant computational savings  if the 
input is greatly over sampled. 

In performing the synthesis at any reasonable 
speech sampling rate,  the channel signals,  having  been 
computed at a  low sampling rate, must be interpo- 
lated to  the  output speech sampling rate ( l / T z  ). In 
the present simulation, we have only retained chan- 
nels 1-28 (M = 28),  and synthesis is done at a  rate 
of l / T z  = 10 004 Hz.  If the parameters are computed 
at a rate of 99.96 Hz, the interpolation is  achieved 
by filling  in 99 zero samples between every  sample  of 
each of the channel signals. The resulting 10 004 Hz 
sequences are interpolated by filtering with a low-pass 
filter whose amplitude response is identical to Fig.  6. 
The resulting signals are used in (12), with n, = 299. 
This delay is necessary  since the analysis filter  and the 
interpolation  filter  are effectively cascaded. 

It is interesting to  note  that finite impulse response 
filters are particularly attractive for interpolation of 
signals in this way. For example, if 99 samples out of 
100 are zero, we only need to perform one multipli- 
cation for each 100 samples of the impulse  response. 
Thus, in this example, where the  total length of the 
impulse response was 599 samples, we need only per- 
form five multiplications and four additions to com- 
pute each sample of the interpolated channel signals. 

The composite response for  the system described 
above  is shown in Fig. 7. Fig. 7(a)  shows the com- 
posite impulse response z (nT)  and Fig. 7(b)  shows 
the  amplitude response. The phase is  precisely linear, 
with delay equal to 59.9 ms. As can  be seen, there is 
less than 1 dB of ripple across the  output speech band. 

Speech has  been  processed with the above system 
(without  quantization) at a sampling rate of 99.96 Hz 
for the channel signals. If the phase compensation is 
not used, a  definite reverberant quality is  perceived 

0.6 I 
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Fig. 7.  Composite  response of analysis-synthesis system using 
filter of Fig. 6.  (a) Composite  impulse  response. (b) Com- 
posite amplitude  response. 
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Fig. 8. Illustration of unquantized operation  (1/T1 = 160 Hz). 
(a) Input  speech. (b) Output  speech  with no phase  adjust- 
ment. (c) Output  speech  with best phase  adjustment. 

when the synthesized output is compared to  the in- 
put. However, for  the phase compensated system 
(corresponding to  the response of Fig. 5 ) ,  careful 
listening indicates essentially no perceptible differ- 
ence between the synthetic output  and  the natural 
speech input. Fig. 8 shows wide band spectrograms 
of the  input speech [Fig. 8( a)] , the results of analysis 
and synthesis for  no phase correction [Fig. 8( b)] , and 
best phase correction [Fig. 8(c) ]  . The fuzziness of 
the spectrogram in Fig. 8(b) indicates the reverberant 
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nature of this signal,  while the spectrogram in Fig. 
8( c) compares very favorably to Fig. 8(a).  In this 
realization, the channel signals  were sampled at a 
rate of 160 Hz. 

V. Information  Rate  Considerations 

We have demonstrated  that  the complex  short-time 
Fourier transform can provide an accurate digital rep- 
resentation of the speech  signal.  However, if such a 
representation is to be useful, it should also  be su- 
perior in flexibility and  information  rate to a PCM 
representation of the waveform.  Previous  investiga- 
tions have demonstrated  that  the short-time Fourier 
transform representation of speech (phase vocoder) 
affords significant flexibility in manipulating the  time 
and frequency dimensions of speech. For example, it 
is  possible to speed up  or slow down  a speech utter- 
ance by an arbitrary factor while  leaving the fre- 
quency scale unaltered, or alternatively, the fre- 
quency scale can be  changed  while keeping the  time 
scale fixed [ 11. Another  example of the flexibility 
of short-time Fourier representation is its application 
in a scheme for reducing the  effect of multipath 
distortion [ 51 . 

There remains the question of  the necessary bit rate 
of the short-time Fourier representation,  and to what 
extent  it may  be reduced while maintaining an ac- 
ceptable output signal. The  bit  rate is proportional 
to  the number of channels, and  from Fig. 5 we see 
that  the  bit rate of each channel depends on  the sam- 
pling rate and quantization (i.e., number of bits per 
sample) of the spectrum parameters a and b .  The two 
approaches to coding of the spectrum signals that we 
have studied are adaptive delta modulation (ADM) 
and PCM. 

ADM Coding 

We have  used a l -b  ADM system as described by 
Jayant  [6] . In this method,  the parameters are rep- 
resented by only 1 b/sample, and the hardware for 
encoding the signals  is extremely simple. For  the 
28 channel system we  have discussed, the ADM 
bit  rate is 56/T1 b/s, where T I  is the sampling rate 
of the channel signals. The ADM system requires a 
sampling rate on the order of 5 to 10 times the 
Nyquist rate for good performance. Thus we can ex- 
pect  that bit rates on  the order of 20 to 30 kb/s 
would be required for good results. Examples of 
ADM coding at several rates are shown in Fig. 9. As 
can be seen, even at 28 kb/s,  there is some  distortion 
apparent  on  the spectrogram although the perceptual 
quality is quite good. However, at lower bit  rates it 
can be  seen that  there is considerable degradation. 
Although 28 kb is certainly not  a low bit rate,  the 
speech quality is comparable with ADM coding of 
the waveform at this  rate. By coding the short-time 
Fourier representation at this rate we can take  ad- 
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Fig. 9. Adaptive  delta  modulation  coding of the spectrum 
parameters. (a) 28 kb/s (1/T1 = 500 Hz). (b) 2 1  kb/s 
(1/T1 = 375 HZ). ( c )  14 kb/s (1/T1 = 250 HZ). 

vantage of the flexibility for manipulating the time 
and frequency dimensions of a speech  signal. Thus it 
would appear that because of its simplicity, ADM 
coding is an interesting possibility in spite of its 
rather high bit-rate requirements. 

PCM Coding 

The  bit rate  for PCM coding of the spectrum pa- 
rameters can be lowered by reducing the sampling 
rate  and reducing the number of bits per  sample. 
The sampling rate is chosen on the basis  of the band- 
width of the channel signals a and b .  Thus, in the 
system we have been discussing  where the filter was 
down 60 dB above 80 Hz, we can be quite certain 
that negligible  aliasing  will occur if  we sample at 
about l /T1 = 160 Hz.  Lower  sampling rates can be 
used without aliasing only if  we reduce the bandwidth 
of the analysis filter. If  we make a corresponding re- 
duction in the spacing of the channels, we will need 
more channels to cover a given bandwidth  and  thus 
we will  achieve no saving. If we decrease the 
channel bandwidth but leave the channel spacing 
the same, we have  seen that  the composite re- 
sponse of the system becomes more reverberant. 
Thus, to lower the sampling rate below the Nyquist 
rate (160 Hz in this case), we can either choose alias- 
ing with minimum reverberation or we can reduce the 
bandwidth  and accept a  more reverberant output. 
These effects are illustrated in  Figs. 10 and 11. 

In Fig. 10, we show the effect of reducing the chan- 
nel bandwidth while  keeping the channel spacing con- 
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Fig. 10. Illustration of  effect  of narrow-band  analysis filters 
for PCM coding: no quantization; 1/T1 = 160 Hz; low-pass 
cutoff = the following: (a) 80 Hz; (b) 53 Hz; (c) 11 Hz. 

TIME (SEC) 

Fig. 12. Quantized operation. (a) Input speech. (b) (l/T1 = 
100 Hz). Total bit rate = 16 kb/s. 

stant. The filter  bandwidth is 80 Hz in (a), 53 Hz in 
(b),  and 36 Hz in (c), and no  quantization was per- 
formed. The reverberant nature of the speech is 
readily apparent  in  the 36 Hz case, and noticable but 
not severe in the 53 Hz case. 

In Fig. 11 we show the effect of aliasing. No quan- 
tization was performed but in this case the bandwidth 
is held fixed at 80 Hz while the sampling rate of the 
channel signals  is (a) 160 Hz, (b) 100 Hz, (c) 80 Hz, 
and (d) 60 Hz. There is considerable distortion  in the 
cases (c) and (d) while the effect is much less  severe 
in the case (b).  Note that aliasing produces a  type 
of distortion that is distinctly different  from rever- 
beration. As can be  seen  by comparing Figs. 10 and 
11, aliasing tends to  distort  the pitch while  leaving 
the  formant frequency information relatively undis- 

I 3- torted, while the opposite is true  for. reverberation. 
Thus it seems that aliasing distortion should have  less 

' / I r  effect on intelligibility than reverberation. The  other 
factor in determining the  bit  rate is the  quantization 

l I  of the samples of the spectrum parameters. Because 
of the decreasing sensitivity of the ear at high fre- 
quencies, fewer bits should be allotted to  the higher 
channels.  Based on  some earlier unpublished work 
by  Carlson [ 71, we have found  that  for  the  28 chan- 

paper, the following distribution of bits results in 

(b) 

(c 1 ne1 system that we  have considered throughout this 

" 1  speech of acceptable quality. 

Log  Magnitude (Bits) Phase (Bits) 
~ ~~~~~ 

channels 1-10 3 4 
channels 11-28 2 3 

Note that  the  quantization is applied to log [ ( u t a k ,  

nT,)] . Fig. 12  shows an example  of 16  kb/s PCM 
nT1))2 + ( b ( a k ,  nT1))'I and tan-' [ b ( a k ,  n T l  ) / a ( a k ,  

,i5 ,io ,;5 ,.bo ,.h5 ,.Go ,,$5 2.& coding of  the  spectrum parameters. The  input speech 

above bit distribution, 80 Hz bandwidth,  and 100 Hz 
pass cutoff = 80 H ~ ;  no quantization: (a) 1 1 ~ ~  = 160 H ~ ;  sampling rate is shown  in Fig. 12(b).  (Note  that some 

TIME (SEC) is shown in  Fig. 12(a) and the  output speech for  the 
Fig. 11. Illustration of  effect of aliasing for PCM coding: low- 

(b) 1/T1 = 100 HZ; (c) 1/T1 = 80 HZ; (d) 1/T1 = 60 HZ. alisasing distortion occurs in achieving this  bit  rate.) 
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VI. Conclusion 

We have  discussed short-time Fourier analysis and 
synthesis as a means for representing a sampled  speech 
signal. We have  reviewed some theoretical results 
from an  earlier paper [2] and shown how these results 
can  be  used to design a speech  analysis-synthesis  sys- 
tem. We have  discussed the simulation of such  sys- 
tems  on a general purpose digital computer. A novel 
feature of the simulation is a technique  for using the 
fast Fourier transform to efficiently compute  the 
short-time spectral parameters using arbitrary  data 
windows and at arbitrary sampling rates. We have 
also illustrated the factors influencing the bit-rate of 
systems of this  type. 

It is  clear that short-time Fourier analysis and syn- 
thesis  is not an extremely efficient representation of 
speech. It nevertheless  is interesting because no pitch 
tracking is required and because it allows a fair degree 
of flexibility in altering the speech parameters. It 
should be  possible to lower the bit-rate for acceptable 
quality by taking advantage of our knowledge of hear- 
ing through the use  of fewer channels spaced non- 
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uniformly in frequency.  Unfortunately a theoretical 
basis comparable to  the theory presented here does 
not as yet exist for  the nonuniform case. Future 
efforts should be directed  toward understanding the 
nonuniform case, and toward applications of  sys- 
tems using uniform spacing in reducing multipath 
distortion [ 51 and in aids to  the handicapped [ 11. 
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Introduction 

Several  classes  of orthogonal systems of  varying 
complexity have  been  used  in  digitized audio and 
video  signal  processing [ 1 ] - [ 7 ] . The  general approach 
is to choose an  arbitrary sample block that offers ef- 
fective spectral resolution as well  as computational 
efficiency. The performance of discrete Karhunen- 
Lobe  (K-L), Slant,  Fourier, Walsh-Hadamard, and 
Haar orthogonal  transformations when  applied to  bit- 
rate  reduction has  been measured, in a mean-square 
error sense or signal-to-noise ratio,  and  reported  by 
independent researchers [ 8 ]  -[IO]. Their results tend 
to indicate that  the K-L transform offers the most 
efficiency  in terms of data compression, while the 
rest may be ranked in the order that appears above. 
However, the Walsh-Hadamard transform, which in- 
volves only  additions  and  subtractions, has distinctive 
advantages  in adaptability to computer analysis and 
digital implementation, particularly when small com- 
puters with limited facilities are used. Also, the  re- 
sults of speech synthesis presented by Boesswetter 
[6], and Campanella and Robinson [ 7 ]  had demon- 
strated that  dominant term synthesis from the Walsh 
domain was  possible, and with good quality. 

In  the analysis  given here,  an  audio signal  was 
sampled at a rate of 8 kHz. The window size has 
been  assigned a value of 64 which corresponds to a 
time interval  of 8 ms. One reason for  this assignment 
is that 64 is an integral power of 2. This condition 


