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Absrruct-When  speech is coded  using a differential pulse-code 
modulation system  with  an adaptive  quantizer,  the digital code words 
exhibit  considerable variation among all quantization levels during  both 
voiced and unvoiced  speech  intervals.  However,  because of limits on 
the range of step sizes, during silent intervals the  code words  vary only 
slightly  among the smallest quantization  steps. Based  on this principle, 
a simple  algorithm for  locating  the beginning and  end of a speech 
utterance has  been  developed.  This algorithm has  been tested in 
computer  simulations and  has  been constructed with standard 
integrated  circuit  technology. 

I. INTRODUCTION 

In  many  types of sophisticated  speech-processing  systems 
there is a  need  to  detect  the  presence  of  speech  at  the  input  to 
the  system.,  For  example,  in  speech-recognition  or  speaker- 
verification  systems,  it is necessary to  locate  automatically  the 
beginning  and  end of a  speech  utterance  as  a  preliminary  to 
detailed  analysis  and  subsequent  comparison  to  a  reference 
pattern.  Similarly,  in  digital  transmission  ‘systems  that  utilize 
gaps  in  conversations  in  order  to  reduce  the  average  bit  rate 
[ 1 ] , [ 21 , it is  necessary to  automatically  distinguish  between 
speech  and  silence or background  noise. 

Another  example,  providing  the  motivation  for  the  work 
described  in  this  paper, is in  the  preparation of  a  vocabulary 
for  a  computer  voice  response  system [ 3 ] .  In  this  case, 
isolated  words  and  phrases  are  represented  in  digital  form  by 
an  adaptive  differential  pulse-code  modulation  (ADPCM)  sys- 
tem  for  efficient  storage  in  digital  memory [4 ] .   I n   o rde r   t o  
produce  the  most  natural  concatenation of these  basic  ele- 
ments  into  a  longer  message,  it is necessary  to  determine 
precisely the  beginning  and  end  of  each  word  or  phrase so that 
there  are  no  unnecessary  gaps  in  the  concatenated  signal.  In 
order  to  avoid  tedious  manual  editing,  an  automatic  system  for 
detecting  the  beginning  and  end of speech is required.  In  con- 
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sidering  this  problem  for  ADPCM-coded  speech, it was  found 
that  the  nature  of ADPCM coding  leads to a  very  simple 
methodl  for  determining  the  beginning  and  end  of  speech 
directly  from  the ADPCM representation [ 5 ] . 

We shall  first  discuss  the  fundamentals  of  ADPCM  coding, 
then  state  the  simple  algorithm  for  finding  the  end  points,  and 
finally  discuss  a  particular  hardware  implementation  of  the 
algorithm.  Although  our  results  are  primarily  motivated  by  the 
voice-response  application,  the  basic  system  could  be  used 
whenever  it  is  necessary to  detect  the  presence of speech. 

11. ADPCM SPEECH  CODING 

The basic ADPCM system,  shown  in  Fig. 1, is  a  conven- 
tional  differential PCM system  with  a  fixed  first-order  pred- 
icator  and  an  adaptive  quantizer  with  a  one-word  memory  [4]. 
Rather  than  the  samples of the  input  speech  signal ~ ( I z ) ,  the 
difference 

6 ( n )  = x ( n )  - y ( n )  (1) 

between  the  input  and  an  estimate y ( n )  of the  input is quan- 
tized. If the  estimate is good,  the  variance of the  difference 
will be  smaller  than  the  variance of the  input  ~ ( I z ) .  Thus,  for  a 
given number of quantization  levels,  it is  possible to quantize 
6(17) with less error  than x ( n ) .  If each  quantization level  is 
represented  by  a  digital  code  word,  the  quantized  difference 
signal  can  be  represented  by  a  digital  code  word c (n ) .  An 
approximation ? ( n )  to  the  input  speech  sample is constructed 
by  adding  the  quantized  difference  signal  to  the  estimate 
y ( n ) ;  i.e., 

i ( n )  = y ( n )  + i ( n ) .  (2) 

Thus  from  (1)  and  (2),  it   can  be  seen  that ?(n) differs  from 
x ( n )  by  the  error  due  to  quantizing 6 ( n ) .  The  estimatey(n) is 
obtained  from  the  reconstructed  signal  by  a  simple  first-order 
linear  prediction;  i.e., 

y ( n )  = a i ( n  - 1). 

The  quantization  error  can  be  further  reduced  by  adjusting 
the  range of the  quantizer so as to  match  the  peak  amplitude 
of  the  signal.  This  means  that  for low-level  signals such  as 
fricatives, the  step size (difference  between  successive  quanti- 
zation levels)  should be  small  compared  to  that  required  to 
represent  high-level  voiced  speech  sounds. , 

The  quantizer  used  in  our  system is  of the  “mid-riser’’ t ype  
as  depicted  in  Fig.  1.  A  4-bit  (or  16-level)  quantizer  is  used; 
however,  for  simplicity  Fig.  1  shows  a  3-bit  (or  8-level) 
quantizer.  The  quantizer levels  are  coded  as  follows:  The  eight 
positive  levels  are  represented  by  the  4-bit  binary  numbers 
0000 through 01 11,  with 0000 representing  the  smallest 
positive  level  and 01 11 representing  the  largest.  Likewise,  the 
8  negative  levels  are  represented  by  the  numbers  1000  through 
11  11,  with 1000 representing  the  negative  level  closest to zero, 
and 11 11  representing  the  most  negative level.  (This  labeling 
of  quantizer levels  was  used  in  the  system  described  in [ 6 ] ,  
and is different  from  the  labeling of [ 4 ]  .) Thus  the  most sig- 
nificant  bit  can  be  thought of as the sign  bit  and  the  remaining 
3 bits  can  be  thought  of as the  magnitude.  Specifically 6 ( n )  is 

The  algorithm to be  discussed in this paper was  designed for 
detecting speech already coded  in ADPCM format  and primarily for 
application  in a high  signal-to-noise ratio  environment. It is not sug- 
gested that signals  which are digitized  in other  formats (e.g., PCM, 
ADM) be  converted to ADPCM. format to utilize this speech-detection 
algorithm. 
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Fig. 1. Differential PCM system with  an  adaptive  quantizer. 

related  to  the  code  words c(n)  by 

, b )  = [ + ~ ( n )  + ~ ( n )  - I ~ ( n )  11 sgn [ c ( ~ ) I  (3) 

where A(n) is the quantizer  step  size. 
In Fig. 1,  the  block  labeled LOGIC monitors  the  coded  out- 

put  and  adapts  the  step  size  on  the basis  of the  previous  quan- 
tizer  output. For example if the  magnitude of the  previous 
code  word is  large, then  the  step size  is  increased,  whereas if 
the  magnitude  of  the  previous  code  word is  small,  the  step 
size  is  decreased.  This  is  accomplished  through  the  relation 

A(n)  = M A ( n  - l ) ,  (4) 

where M is a  function of the  previous  code  word c(n - 1).  If 
I c(n - 1)  [ is  small  then M < 1 so that A(n) decreases,  and  if 
I c ( q  - 1) I is  large, M > 1 so that A(n) increases.  The  details 
of the  ‘adaptation  strategy  are given in [ 4 I . 

.The  step-size  adaptation is equivalent  to  compressing  the 
amplitude of the  speech  signal so that  the  quantizer  treats  low- 
level  signals much  the  same as  high-level  signals. The  adapta- 
tion  strategy  is  designed so that all  quantization levels are  used 
about  an  equal  percentage  of  time.  However,  when  the  signal 
amplitude  approaches  zero,  the  step-size will  also tend  to  
approach  zero.  For  this  reason  and  for  reasons  concerning 
practical  implementation,  the  step-size  variations  according  to 
(4) are  constrained  by 

‘+,in G A b )  G Amax.  ( 5 )  
. . .  

. L  

When the  signal  level  becomes  very  small  for  a  time  period  of 
a,.few  milliseconds,  the  step-size  falls to  i ts   minimum value  and 
remains  there,  and  the  difference signal  will then fall  within 
the  very  lowest  quantization levels. Thus,  when  no  speech is 
prese,nt , at  the  input,  the  code  words will  vary  only  slightly 
from  sample to sample,  and  the  magnitude of the  code  words 

will be small.  This  property of  ADPCM coding is the  basis for 
determining  the  presence  of  speech. 

111. THE  SPEECH-DETECTION  ALGORITHM 

Fig. 2(a)  shows  a  plot  of  the  sequence  of  code  words  for 
the  beginning  of  the  word  three.  The  largest  positive  excursion 
corresponds to code  word 01 11  and  the  largest  negative  excur- 
sion  corresponds  to  11  11.  The  sampling  rate is 6 kHz  and 
there  are  256  samples/line so that  each  line  represents  approxi- 
mately  40  ms  of  speech.  Note  that  for  the  entire  first  line  and 
the  first  part  of  the  second  line,  the  code  words  remain  within 
the  first  few  positive  and  negative  values,  but  then  in  the 
second  line,  the  code  word  sequence  rather  abruptly  begins to 
vary  among  all  the  possible  code  word  values.  The  first  line 
and  part  of  the  second  correspond  to  silence,  while  the re- 
mainder  of  the  second  line  corresponds  to  the low-level 
fricative Ith( at  the  beginning  of  the  word  Ithreel.  This  can  be 
seen  in Fig. 2(b),  which  shows  the  speech  waveform  corre- 
sponding  to  the  code  word  sequence  in  Fig.  2(a).  Thus,  we 
associate  a  persistence  of  small-magnitude  code  words  with 
silence  and  the  frequent  appearance of large  magnitude  code 
words is  associated  with  speech  (either  voiced or  unvoiced). 
This  basic  characteristic  of  the ADPCM code  word  sequence  is 
placed  clearly  in  evidence  by  a  measurement  of  what  is  termed 
the  “code  word  energy,”  which is defined  as the sum  of  code 
word  magnitudes  over  a  100-sample,  or  16-ms,  window.  That 
is, 

n 
a n )  = I c(k)  I .  (6)  

e n - 9 9  

Fig.  2(c)  shows  the  quantity E(n + 50) for  the  code  word 
sequence  of  Fig.  2(a).  (The  shift  of 50 samples  aligns  the 
energy  measurement  with  the  center  of  the  100-sample 
interval.)  The  quantity E(rz) ranges  between 0 (all  code  words 
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Fig. 2. Illustration of properties of  ADPCM coding. (a) Code word 
sequence for the beginning of the word /three/. (b) Corresponding 
speech waveform. (c) Code word energy. (Each line represents 256 
samples at 6-kHz rate.) 

in  the  100-sample  interval  either 0000 or  1000)  and 700 (all 
code  words  in  the  100-sample  interval  either 01 1 1  or  11  11). 
For  an  adaptive  quantizer  that is  designed so that  all quan- 
tizer  levels  are  used about  the  same  percentage of time E ( n )  
is approximately  350  during  speech  intervals  and  it is  sig- 
nificantly  lower  during  silence. 

This  suggests  a  rather  simple  algorithm  for  determining  the 
beginning  and  end of a  speech  utterance.  The  code  word 
energy  is computed  at  each  sample,  and  compared  to  a  preset 
threshold  which  is  set  midway  between  zero  and  the  average 
code  word  energy  for  speech.  When  the  code  word  energy 
exceeds  this  threshold  for  300  consecutive  samples (50 ms), 
then  the  sample  at  which E ( n  i- 50)  first  exceeded  the  thresh- 
old  is  chosen  as  the  beginning of the  utterance.  The  energy 
computation  and  comparison  to  the  threshold is continued  at 
each  sample  time  and  when  the  code  word  energy falls below 
the  threshold  and  remains  below  for  1000  consecutive  samples 
(1  60  ms),  then  the  sample  at  which E(n -t 50) first  fell  below 
threshold  is  chosen  as  the  end of the  speech  utterance.  Re- 
quiring  the  threshold  to  be  exceeded  for 50 ms  prevents  short 
clicks  and  breath  noise  from  being  falsely  labeled  as  the 
beginning of speech.  Likewise,  requiring  the  code  word  energy 
t o  fall below  the  threshold  for  160  ms  ensures  that  a  stop 
consonant  within  a  word  or  phrase will not  be  mistaken  for 
the  end of an  utterance. 

The  beginning of the  word  /three/ as determined  by  this 
algorithm  is  marked  on  the'code  word  sequence  in Fig. 2(a), 
on  the  speech  waveform  in  Fig.  2(b),  and  on  the  code  word 
energy  in  Fig.  2(c).  It is obvious  that  the  code  word  energy 
displays  the  silence/speech  distinction  in  a  very  simple  way. 
More  examples of this  type  are  given in [ 5 ] . 

IV.  HARDWARE  IMPLEMENTATION 

The  details of implementing  the ADPCM coder  described 
in  Section I1 in  digital  hardware  are given elsewhere [ 71 . Using 

this  hardware  system  to  generate  the ADPCM code  words,  the 
algorithm  described  in  Section I11 was implepented  in  hard- 
ware  using  standard  integrated  circuits.  The  hardware  imple- 
mentation of the  speech-detection  algorithm is conveniently 
described  in  terms of two  basic  parts:  1)  computation of the 
code  word  energy  and  2)  logical  operations  fqr  detecting  the 
presence of speech  at  the  input  to  the ADPCM coder. 

Computation o f  Code  Word  Energy 
The  computation of the  code  word  energy  as  defined  in  (6) 

is  depicted  in  Fig.  3.  This  portion of the  systepl  consists of a 
1  00-word  4-bit  shift  register  to  store  the  required  100  code 
words,  two  counters  for  implementing  the  summation,  and 
logic  to  control  the  summation  process.  The most recent  100 
code  words  are  stored  in  the  4-bit  recirculatinp  sqift  register. 
The  control  logic of the  energy  computation i s  informed 
through  the  DTA  RDY  control  signal  each.tiFe  the ADPCM 
coder  produces  a  new  code  word c ( n ) .  (This  occu&  at  a  samp- 
ling  rate of 6  kHz.)  This  initiates  a  synchronous  computation 
sequence  which  generates  the  code  word  energy E(n).  First  the 
energy  accumulator is  set to  zero.  Then,  the  least  significant 
three  bits  (the  magnitude) of the  new  code  %ord  are  loaded 
into  the  shift  register  through  the  data  selectQr.  +t  the  same 
time,  the  fourth  bit  of  the  new  word is set  to  :mark  the  most 
recent  word.  Then  the  data  selector is set  to,recirculate  the 
shift  register  from  output  to  input. As each'  thiee-bit  code 
word  magnitude  becomes  available  at  the  output'of  the  shift 
register,  it  is  added  to  the  accumulated  sum.  After  100  shifts 
occur,  the  control  logic of the  energy  computation  signals  the 
speech  detection  logic  unit  that  a  new  value of! code  word 
energy  is  available.  The  fourth  bit  of  the  shift'reg!ster  is  used 
as  a  marker  or flag bit  to  indicate  the  completion of 100 shifts. 
This  bit is set  when  a  new  word  enters  the  shift  register  and is 
cleared  when  that  word is recirculated.  This  scheme  avoids  the 
use of an  eight-bit  counter  and  associated logic: to  monitor  the 
position of the  shift  register. 
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Fig. 3. Block  diagram of code-word  energy computation. 

The  accumulation  of  the  code  word  energy is accomplished 
by  loading  each  code  word  into  a  down-counter  when  it 
becomes  available  at  the  output  of  the  shift  register.  Then, 
before  clocking  the  shift  register  again,  the  down-counter  and 
the  accumulator  (which is nothing  more  than  an  up-counter) 
are  simultaneously  clocked  until  the  down-counter re.aches 
zero.  The  up-counter is 10  bits  long  to  accommodate  the 
unlikely  occurrence  of  the  maximum  value  of 700. In  this 
way, E(r7) is computed  without  an  arithmetic  unit. 

Since  the  energy  computation  unit is  self synchronizing 
after  being  clocked  by  the ADPCM coder,  the  main  require- 
ment ,  is that  the  100-word  accumulation  be  accomplished  in 
the  sampling  period of the  ADPCM coder.  In  the  present 
implementation,  the  shift  register  speed  permits  the ADPCM 
clock  rate  to  be  as  high  as  10  kHz;  however, if sampling  rates 
higher  than  6  kHz  are  used,  the  100-sample  averaging  window 
will correspond  to  proportionately less time. 

Speech-Dectection Logic 
'The  speech-detection  logic  unit is depicted  in  Fig.  4.  It  con- 

sists  of  a  comparator,  flip-flops  for  memory,  a  10-bit  counter, 
and  simple  combinational  control logic. At  each  sample  time 
the  speech-detection  unit  receives  a  new  value of the  code 
word  energy,  which is compared  to  a  preset  threshold  number 
T. If E(r7) > T, the  output  of  the  comparator  assumes  the 
logical TRUE state.  This  control  signal is stored  in  a  one-bit 
latch  whose  output is an  input  to  the  combinational  logic 
circuit.  When  the  control  signal  DTA  RDY  becomes TRUE 
again,  this  logic  outputs a pulse  on  the START-OF-UTTERANCE 
line if the  SPEECH PRESENT signal  is FALSE and if E(??) has 
been  above  threshold  for  288  consecutive  samples,  as  deter- 
mined  by the .lo-bit  counter.  (The  number  288 is the closest 
convenient  number  to 300.) This  pulse  also  sets  the SPEECH 

TRUE and E ( n )  falls  below  threshold  and  remains  below  for 
1024  consecutive  samples  (closest  convenient  number  to 
lOOO), the  combinational  logic  outputs a pulse on   t he  END-OF- 

PRESENT level t o  TRUE. Likewise,  when SPEECH PRESENT is 

UTTERANCE line,  which  in  turn  resets  the SPEECH PRESENT 
flip-flop  to FALSE. 

The  operation  of  the  speech-detection  system is  illustrated 
by  Fig. 5. In  the  top  part   of  the  f igure,   the  upper  trace is the  
SPEECH PRESENT control level and  the  lower  trace is the 
speech  signal  that  was  input  to  the  system.  Notice  that  the 

1024 COUNT 

E-%F PARATOR 

288 COUNT 

(CLR) 

(START-OF- 
UTTERANCE 

I 1 ' (SPEECH  PRESENT. COMPARE STROBE CONTROL L E M U  

DTA RDY (END-OF- 

UTTERANCE 
INTERRUPT) 

Fig. 4. Block  diagram of logic for  determining  the  presence of speech 
from  the  code word energy. 

control level becomes TRUE about 50 ms  after  the  beginning 
of the  speech  utterance.  Likewise  the  lower  half  of  the  figure 
shows  the  same  two  signals  at  the  end of an  utterance.  In  this 
case the  control level becomes FALSE about  160  ms  after  the 
end of the  speech  utterance. 

V. APPLICATION  TO  DIGITAL  RECORDING 

Fig. 6 shows  how  the  speech  detection  system  can  be  used 
to  facilitate  recording of ADPCM coded  speech in digital  com- 
puter  memory.  Code  words  are  received  from  a  hardware 
ADPCM coder  simultaneously  by  both  the  computer  and  the 
speech-detection  system.  An  elastic  288-word  storage  is  main- 
tained  in  the  computer  to save potentially valid speech  data. 
The START-OF-UTTERANCE interrupt  can  be  used  to  cause  the 
computer   to  save the  most  recent 288 words  and  to  continue 

rupt is received.  At  this  time,  the  last  1024  words  received 
prior  to  the ENDOF-UTTERANCE interrupt  can  be  discarded. 

This  system  provides  simple  control of the  process of 
recording  the  vocabulary  for  a  computer  voice  response  sys- 

saving  ADPCM  samples  until  the END-OF-UTTERANCE inter- 
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Fig. 5. Illustration of the operation of the hardware end-point 
detector. 

Fig. 6. Block  diagram of the use of the end-point detector  in digital 
recording of  speech. 

tem. The silences  between  words  and  phrases  are  thus  auto- 
matically  eliminated  before  storage  in  digital  memory.  Clearly, 
the  configuration  of  Fig. 6 could,also  be  used to control the 
recording  of  'speech  utterances  for  on-line  speech-recognition 
or speaker-verification  systems  which  could  be  implemented 
in  the main  computer. 
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Signal  Design for Low-Error Probability in  Fading 
Dispersive  Channels 

ERNEST0  CONTE,  MAURIZIO LONGO, AND 
EDUARDO  MOSCA . ' .  : I  

.; . !" 
Abstract-The signal  design  problem  for FSK communication wid 

fading dispersive channels is considered. The channel is  modeled ds d 
linear filter whose  time-varying impulse response  is a sample function 
from, a zero-mean  Gaussian  random  field of arbitrary WSSUS type. 
The additive noise component in the received  waveforms  is  supposed 
to '  be 'a zero-mean white Gaussian  random  process, and maximum 
likelihood demodulation is  assumed. The signal  design procedure here 
adopted consists of minimizing a known upper bound on the  error 
probability, whereas the previous  similar  design method  by Daly, in- 
tended maximizing an upper bound on the  detection  probability'  for 
radar-astronomy targets.  Though with slightly different  optimal  aumeri- 
cal  values, here, as in  Daly's problem, the signal  design  depends on-a 
single parameter which  is a simple functional of the channel time- 
frequency covariance function and of the signal  envelope  ambiguity 
function. A detailed example! shows  how the'results of this concise 
paper can be used to optimize signal parameters and to predict the per; 
formance  loss due to nonoptimal signal  envelopes. 

~! 
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' ,  . 1. INTRODUCTION 

"In  this  concise  paper  the  signal,  design  problem  in  fadihg 
dispersive  communication  channels is '.considered. .'PrevloG: 
works ' in  the area  particularly  relevant  to'the'  present  investi, 

.gat&  are  those  by  Kennedy [ 1 ] and  Daly '[ 21 . THe first torif 
sists o f  a detailed  study  concerning  fading  dispersive, comhuni- 
cation  channels  and  their  perfgrmance'  when'  high  'rate!;FSK 
signaling  is  used  together  with  channe!,encoding.'The  'secona 
presents a systematic  signal  design  method,  for  'detecting 
typical  radar-astronomy  targets  exhibiting  fading &!sbe:;sive 
behavior  or,  equivalently, for' ,i'on-off" commi&a'tion 
through  fading  dispersive'  channels: ' An extension  of  Paly'$ 
signal' de'sign method  to  binary  transmit,ted-referen'6e 'corn; 
munication  was  also  provided  by  one o f  tlie'authors [3']:. ' ;.:, * 
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Fig. 1. The  section of the  communication system under 
consideration. 

The  aim of this  concise  paper  is  to  show  that  a  modified 
Daly’s  signal  design method  can  be  used  for  synthesizing  the 
envelope  of  FSK  signals  in  fading  dispersive channe1s:This 
signal  design  method  is  referred  as  “modified”  Daly’s  method 
in  that  whereas [ 2 ]  concerns  signal  selection so as‘to  maxi- 
mize  the  Kullback-Leibler  information  number  and  hence  an 
upper  boynd  on  the  detection  probability  for  a  fixed  false- 
alarm  receiver,  in’  the  present  study  optimality is  conceived 
with  regard t o  minimizing  an  upper  bound  on  the  error  prob- 
ability  per  transmitted  symbol. 

11. FORMULATION  OF  THE  PROBLEM 

The  section of the  communication  system  that will now  be 
considered is shown  in  Fig. 1 .  The  digital  data  modulator 
(DDM),  the  physical  channel,  the  noise  source,  and  the  digital 
data  demodulator  (DDD)  make  up  the so-called discrete  shan- 
nel.  The  input  to  the  discrete  channel is  a sequence  of  symbols 
from  an  M-ary  alphabet  delivered  by  the  discrete  ch?nnel  en- 
coder.  The DDM maps  in  a  one-to-one  way  each  M-ary  symbol 
at  its  input  into  one  of  the  following  FSK  waveforms 

s m ( t )  A s ( t )  exp ~ 2 . r r m ~ t ) ,  m = 0,1, ..., M - 1 (1) 

where s ( t )  denotes  an  arbitrary  complex  envelope  with  energy 
E, 

The  physicalchannel is modeled  by  the  input-output  description 

where x ( t )  is the  input  to  the  channel,  h ( t , ~ )  is the  time- 
varying  channel  impulse  response,  which, in turn,  is  assumed 
to   be a  Gaussian  random  process  in  both  variables  with  zero 
mean 

and  covariance 

Kh( t , t ‘ ,T ,T ’ )  &E[h(t,T)h*(t‘,T’)] 

= U h ( t  - t f ,T )6 (T  - T I ) .  

The last  equality  is  equivalent t o  assuming  a  wide  sense  sta- 
tionary  uncorrelated  scatterer  (WSSUS)  channel  which  satis- 
factorily  models  the  great  majority of physical  channels  in  the 

applications [ 51. It is convenient  to  introduce  another  func- 
tion  related  to uh(t,7), namely  the  channel  time-frequency 
covariance  function 

i.e., the  Fourier  transform  of uh(t,7) considered  as  a  function 
of 7 with  fixed t. Because  of  the  stochastic  nature of the 
WSSUS channel  the  output  signal y ( t ) ,  conditional  to  the 
input  signal x ( t ) ,  i s  a  Gaussian  stochastic  process  with  zero 
mean, E [ y ( t ) ]  = O,Vt, and  covariance 

where X(f) is the  Fourier  transform  of x( t ) .  The signal z ( t )  a t  
the  input  of  the  DDD is  given by 

z ( t )  = Y ( t )  + n ( t )  

where y ( t )  is the  channel  output  described  above,  and n ( t )  is 
an  additive  white  noise  term  with  power  spectral  density  equal 
to  No W/Hz,  consisting  of  a  Gaussian  stochastic  process  with 
mean  zero, E[rz( t ) ]  = O,Vt, and  covariance 

E [ n ( t ) n * ( t ’ ) ]  = No6(t - t’). 

The  DDD is  assumed to   be a  miximum  likelihood  DDD 
(MLDDD)  which  has  to  choose  one  among M mutually  ex- 
c h i v e ,  equiprobable  hypotheses 

H, : z ( t )  = y,(t) + n( t ) ,  m = 0,1, . e - ,  M - 1 (2) 

where y,(t) is  the  useful  .process  at  the  channel  output  con- 
ditional  to  the  transmission  of s,(t). 

It  turns  out  that  the  use  of  a  maximum  likelihood  demodu- 
lator  together  with  the  FSK  signals  (1)  yields  a  symmetric 
discrete  channel.  Therefore,  the  performance  of  the  communi- 
cation  system  under  study is  describable  by  a  unique  param- 
eter,  namely  the  error  probability, viz., the  probability  that 
the  MLDDD  chooses H,, given H,,, 

P, =Pr{H, I H,}, p f m .  ( 3 )  

The  problem  to  be solved  is the  following: given the  set  of 
FSK  signals ( l ) ,  the  noisy  fading  dispersive  channel  and  the 
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MLDDD  of  Fig. 1, find  the  cgmplex  envelope s ( t )  so as t o  
minimize P,. Unfortunately,  tliis  problem  does  not  appear 
mathematically  tractable,  and  tlierefoke  our  ,strategy will con- 
sist of choosing s ( t )  so as to  minimize  an  upper  bound  on Per  

It is to  be  noticqd  that  the,hypothesis  testing  problem (2) 
concerns  proPerly  the  “one-shqt”  case. By this,  it is meant 
that  a  single  signal is transmitted  and  a  single  decision is made 
by  the  MLDDD.  On  the  other  hand,  in  practical  instances, 
signals s,(t) are  sent  sequentially  over  the  physical  channel 
which,  because of its  finite  memory,  may  introduce  inter- 
symbol  interference.  Throughout  this  concise  paper  it will be 
assumed,  as  in [ 1  ] , that  intersymbol  interference is  eliminated 
by the use  of  a  suitable  technique,  e.g.,  by  frequency  stepping 
successive  signals s,(t) in  a  deterministic  way.  A  further  ad- 
vantage  introduced  by  frequency  stepping  consists of the 
supprtssion of the  statistical  dependence  among  adjacent 
signals. Due to  channel  fading  this  dependence  would  other- 
wise be  present  even  in  the  absence of intersymbol  inter- 
ference.  When  the  above  assumptions  are  in  force,  the  discrete 
channel of  Fig. 1 becomes  a  discrete  merhoryless  channel. 

III. ERROR PROBABILITY  OF MAXIMUM LIKEL~HOOD 
DEMODULATION 

The analysis  in [ 1 ] and  [4]’  of  the  communication  system 
of Fig. 1 yields  a  tight  ubpei  bound  on  the  error  probability 
per  symbol (3) corresponding to the  M-ary  FSK  signaling ( l ) ,  
to  an  arbitrary WSSUS  fading  dispersive  channel  with  Gaussian 
white  additive  output  noise  and  to  maximum  likelihood  de- 
modulation, viz., 

P, < min {(M - 1 )p  exp [ -r(p)] ] 
O < p S 1  

In ( 5 )  the hp’s are  the  (nonnegative)  eigenvalues  of  the  co- 
variance  kernel K,(t , t’)  of the  useful  process y ( t )  at  the  chan- 
nel output  conditional  to  the  transmission of s 0 ( t )  = s(t),viz., 

where { Qp( t ) }  is a  sequence of orthonormal  functions 

m 

It is to be  noticed  that (4) and ( 5 )  are  valid  provided  that  the 
orthogonal  modulator  waveforms  (1)  retain  their  orthogon- 
ality  after  transmission  through  the  channel;  such  a  condition 
holds if the  following  inequality is fu1filled:l 

F > ~ ; + B  

where F is the  minimal  frequency  separation  of  the  FSK sig- 
nals s, ( t )  as  in ( l ) ,  W, is the  frequency  bandwidth of the  en- 
velope s ( ~ ) ,  and B is the  maximum  frequency  spread  produced 
by  the  channel. 

Let s ( t )  be  the signal a t   the  WSSUS channel  input of  given 
energy E,; then  the average  energy E ,  of the  corresponding 

process y ( t )  at  the  output  depends  only  on E, and  not   on  the 
specific  waveform x(?). In fact, 

Jo 

Therefore, if it is assumed,  as  in  (l),   that E, is fixed, E,  is a 
constant  for  all  admissible s ( t ) .  Furthermore, 

r m  m 

E,  = / K,(t , t )  d t  = hp 
J-  m p=1 

Thus,  it  is convenient  to  introduce  the  normalized  eigenvalues 

for  which EF=l y p  ,= 1.  Denoting  by (11 a  signal-to-noise  ratio 
(SNR)  at  the  MLDDD  front  end 

01 2 E,/No 

(4)  can  be  rewritten  as  follows 

Pe < min (M - 1)P exp [--OlE(p)l 
O < O = G l  

where 

The  remaining  part of the  paper will exclusively  be  con- 
cerned  about  the  binary  FSK  signaling, viz., M = 2. Neverthe- 
less, an  approach  similar  to  the  one  that will  be  developed 
hereafter  can  be  used  in  connection  with  the  general  case 
M 2 2. Setting M = 2, one  has 

P, < exp (-ao) 
where 

It is easy to   show [ 1 ] that   max E(p) = E(1) ,  and  hence 
o < p < 1  

‘See  [l, pp. 72-74]. p = l  
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The  behavior of fl(x) is plotted  in [ 1,  p. 1401 where  it is 
shown  that f l ( x )  takes  on  its  maximum  value  at x = 3.07  and 
f l (3 .07)  = 0.15. A  direct  consequence of this  fact  and  of  the 
form of f l ( x )  is the  following  theorem  introd.uced in [ 11 and 
proved  in  detaii  for  the  present  case  in [4 ] .  

Theorem 1 (Optimali ty   of  equal strength  diversity  links): 
For  a  given  energy  of  the  admissible FSK binary (A4 = 2 )  
signals (l),  and  hence  for  a  fixed  SNR Q ( 6 ) ,  the  minimum 
value of the  upper  bound  on  the  error  probability P, 

corresponds  to  a  set of a/3.07  nonzero  eigenvalues of equal 
strength,  more  precisely, 

.Remarks 
Remark:!:  If ~ / 3 . 0 7 ,  is  not  an  integer  number,  owing to, the 

:'fa&'%hat the 'maximum' o f  f l ( x )  is quite'  broad,  one  can'select 
flie  'number  of  fiormalized'eigenvalues  ,equ;d t o  N l ,  the'  largest 
Integer, lesk than a/3,07'or . equa l ' to ;  N i ,  the  smallest.lnteger 
greater  than'a/3.07;  tlie  choice'between'  these  two  values'is of 
little  interest  ,at  least  'when  a/3.07;is  %l.  .For  moderate  values 
Of.a/3.07 one c8n'us.e  the.  following  decision  rule: 

N 1  

f~ (Q/h'i 1 >< f1 (Q/N?,). 
N 2  

Remark 2: Taking  into  account (81,. (7)  yields 

Rema;rk 3: Notice  that  the X,'s represent  the  degrees 
of' freedom  of  the  useful  output-  procey y ( t ) .  Moreover, 

Xp/No = CY. Hence ffyb = )i,'/No can  be  referred  ,to  as 
the  SNR  per  degree of freedom.  :,Therefore  ;Theorem 1' asserts 
that   the  *optimum  output  proiess,  y ( t )  is characterized  by 
(ff/3.07 ) 1)  degrees  of  freedom pith  an:SNR  per  degree  of 

ifreedom  equal  to (3'..07/a A. 1). This  resuit.-is  in  complete  agree- 
ment  with  Pierce's  conclusion [ .6]  ' for  the  similar classical 
problem of allocating  the  available  SNR  over  a  number of 

m 

::I diversity .. . ,links  with  ,,binary,  orthogonal,  signals  over.;a  fading 
-I! cQ;qqnel. ,The  similarity ,bet yeen  the  present  .and  the  classical 
.,result  leads., one  to  re9ter.pre.t  the  ,,nonzero  eigenva1ues:ip  the 
,,QO.ve. the,orem  as  representing.  implicitly,  equal  strength'  diver- 
,~,?ty  l+nks,.and  talk abqut,implicjt:diversify. 

IV.  OPTIMIZATION  OF  THE  SIGNAL  ENVELOPE.. 

In  0rde.r to  find,  an  optimum  envelqpe s ( t )  it, 1s co,nvenient 
'tl 'begin  by  introducing'  the  autocorrelation  function R , ( ~ , T )  
of the  useful  process  at  the  channel  output  conditional  to  the 
transmission of s o ( t )  = s ( t )  

and  the  corresponding  energy  density  function 

S , ( t , f )  !? Ry(t ,7)e-- i2n7f   di .  
m 

J -m 

It  is  assumed  that  the  duration  of s ( t )  and  the  channel  memory 
are  finite.  Consequently  'the  process y ( t )  can  be  considered  to 
be  identically  zero  outside  the  interval [ - T / 2 ,   T / 2 ]  with  prob- 
ability 1 .  Under  these  circumstances,  it  can  be  shown 141 that  
the  energy  density  function S , ( t , f )  corresponding  to  the  opti- 
mum  set of eigenvalues  in  Theorem  1  equals  the  rectangular 
shape P ( t , f )  

-TI2 < t S T / 2  
Sy(t,f),pt = P(t . f )  

0, elsewhere (9) 

where 

C b  (7 A , l )  E,  

w e  (&v 1) l / T  

The  problem of optimizing s ( t )  has  now  become  that of 
finding  a,  complex  envelope s ( t )  yielding  an  energy  density 
function S , ( t , f )  equal to P ( t , f )  'as  defined  by (9). However, 
since  the  rectangular  shape of P ( t , f )  ,is  not  realizable,  a  dif- 
ferent  strategy  must  be  followed.  An  attempt  can  be  made  to 
find  an s ( t )  so as to  minimize  the  normalized  mean-square 
error  between  the  optimal P ( t , f )  and  the  actual S , ( t , f )  cor- 
responding  to  a given s ( t )  

m 

D ( s )  e J- m 

,-m 

P 2 ( t , f )   d t   d i  

. ,  

Unfortunately,  even  this  optimization  problem  does  not 
appear  to  lead  to  any  intuitively  appealing  conclusion.  There- 
fore, as in  Daly's  work [ 2 ] ,  a  lower  bound  on D ( s )  may  be 
established  as  follows  and s ( t )  can  be  chosen so, as to  mini- 
mize  such  a  lower  bound.  Expanding  the  square  and  substi- 
tuting  for P ( t , f )  its  expression given in (9) we'have 

D(sj= 1 -- I'" I"" S y ( t , f ) d t   d f  
E y  - T / 2  - W / 2  

+ / / S , ( t , f )   d t   d f .  
EY 

Using  the  Schwarz  inequality  we  get  the  lower  bolind 

D ( s )  2 (1 - TWDO)l/' (10) 

where 
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and $ s ( ~ , v )  is the  ambiguity  function of the signal  envelope 
s ( t )  

We sum  up as  follows. 
Signal  design  procedure: Given  the  SNR  and  the WSSUS 

channel  time-frequency  covariance  function crH(7,v), find  an 
s ( t )  minimizing  the  lower  bound  (1 0) o n  D(s) ,  i.e.,  an s ( t )  such 
that 

where DO is  given by  (1 1). 
Remark 4 ;  Notice  that  for  a given channel  the  signal  design 

procedure  depends  only  on  the  ambiguity  function  of s ( t ) .  
Even if it is usually  very  difficult t o  solve  (1  1)  exsctly  for  a 
given Do,  nevertheless  this  equation gives a  good  insight  into 
the basic  relationship  between  some  signal  properties  and  their 
effects  on  the  performances of the  communication  system. 
More  precisely  it  can  be  stated,  as  in [ 4 ] ,  that  for  low  SNR’s 
(a < 3.07)  the signal  design  procedure  amounts  to  making 
GS(7,v) as  much  as  possible  similar  to uH(7,v);  for  moderate 
and  high  SNR’s (a > 3.07) $ s ( ~ , v )  must  be  made  different 
enough  from u ~ ( T , u )  so as to  at tain  the  optimum  value 
(3.07/a)  for Do. In  any  case  the  signal  design  procedure  is 
useful  in  the  parametric  optimization of the  signal  envelope  as 
in  the  following  example. 

Remark 5: It  can  be  shown [ 2 ] ,   [ 4 ]  that  if the  process 
y ( t )  has N predominant  eigenvalues X, of  approximately  equal 
strength X, Do in  (1  1)  equals  1 / N  for 

Nh2 1 

N2h2 N ’  
Do ( Z A P )  c%- - _  - - 

P = l  

Therefore,  since TW = (a/3.07 v 1)  equals  the  optimum  num- 
ber  of  degrees  of  freedom of y ( t )  (Remark 2), (12) indicates 
that  one  must  choose s ( t )  so as to  make  the  actual  number  of 
predominant  eigenvalues of y ( t )  as  close  as  possible  to  the 
optimum  number of  degrees  of  freedom.  This  is  a  reassuring 
conclusion  indicating  that  the  minimization of the  lower  bound 

D O  

Fig. 2. Plot offl(x). 

(10) o n  D ( s )  can  effectively  lead  to  a  satisfactory design 
procedure. 

As long  as  the  hypothesis  of  equal  strength  predominant 
eigenvalues  is  satisfied  at  least  approximately, (8) yields a n  
estimate  of P, which  is  conjectured to be  in  reasonable  agree- 
ment  with  the  actual P, 

Pe a ~ X P  [ h f l  (mo 11 . (13) 

In  Fig.  2 the  SNR loss is plotted  as  a  function  of Do.  This  loss 
is given by  10(loglo  f1(3.07) - loglo ti(%)) and  represents 
the  increase  in  SNR  that,  according to (13), is needed  to  com- 
pensate P, for  a  nonoptimum  value  of d l o .  Hereafter,  this 
loss  will be  referred  to  as  the  conjectured  SNR loss. 

Example: Let the  modulus  of  the  normalized  time-fre- 
quency  covariance  function  of  the WSSUS channel  be 

where [ x ]  + 42 (x v 0) and  sinc x A sin n x / ( n x ) .  Roughly 
speaking,  this  corresponds  to  a  channel  with  memory  of p sec- 
onds  and  with  shortest  fading  circleof 28 s. Let  the  modulus  of 
the  complex  envelope s ( t )  be  a  linearly  frequency  modulated 
rectangular  pulse  whose  normalized  ambiguity  function  is 
[71 

In  the  above  expression T, represents  the  signal  duration  and 
F, the  total  frequency  deviation. Do was  calculated  intro- 
ducing (1 4) and  (1 5 )  in  (1  1)  as  a  function  of T, /p  and  for 
several  values  of TsFs and p/28. The  corresponding  plots  are 
shown  in  Fig.  3(a)-(h).  In  order to  show  how  these  plots  can 
be  used,  let  the  channel  be  such  that 

p/28 = 0.1 

and  assume  that  because  of  practical  considerations  the  signal 
duration is chosen  to  be  ten  times  the  channel  memory, 

’Equation (13) only  intends to indicate  the  dependence of P, 
on the  exponent  and  does  not imply that  the  exponential  must be 
multiplied by a unity  factor to yield the  numerical value  of P,. For 
more  refined  expressions of P, the reader is referred to [ I ]  . 
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T , / p  = 10. 

Moreover  suppose  that CY = 10,  i.e., 

3 . 0 7 1 ~ ~   0 . 3 .  

Looking  at  the  plots  one  finds  that  the  optimum  value 0.3  of 
Do is attained  setting T,F, between  10  and  30,  approximately 

T,F, ? 20. 

If one  sets F, = 0, from  Fig.  3(a)  the  corresponding  value  of 
Do can  be  found  to  equal  4.07.  Hence,  from  Fig.  3  for aD0 = 
47  the  conjectured  SNR loss is found  to  equal  about 5 dB. 

/, 

V. CONCLUSIONS 

It is found  that  the  modified  Daly's  signal  design  method 
leads  to  identify  asingle  parameter, viz., Do in (1 1 )  relevant t o  
the  minimization of an  error  probability  upper  bound.  For 
simple  situations  these  results  can  be  shown  to  agree  with 

previous  indications [8]  of which  the  present  work  constitutes 
a  definite  refinement. 

In spite of simple  shape of the  channel  time-frequency  co- 
variance  function  the  corresponding  plots  in  Fig.  3(a)-(g)  can 
provide  good  insight  into  the  relative  weight  on  the  error  prob- 
ability  played  by  the  important  signal  parameters. 

Though  our  study  considers  the  optimization of FSK signal 
envelope  in  an  incoherent  mode of reception,  the  qualitative 
agreement  among  the  results of this  concise  paper  and  previous 
works,  such  as [8] - [  l o ] ,  indicates  that  a  suitably  modified 
Daly's  signal  design  method  can  be  extended  even  to  different 
signaling  schemes. 

After  completion of the  present  paper  another  work  in  the 
area [ 101 was published  whose  main  emphasis is o n  deriving 
the  probability of error  for ON-OFF communications  over  a 
general  (not  necessarily  WSSUS)  time-varying  dispersive  chan- 
nel.  Whereas  this  greater  generality  allows  one  to  compute 
error  probabilities  for  a  wide  class of possible  channels,  limited 
insight  is  provided  into  the  signal  design  problem.  The WSSUS 
assumption,  for  instance,  removes  the  stumbling  block  which  in 
the  general  case  prevents  one  from  minimizing  the  probability 
of error  under  a  transmitted  energy  constraint. 
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Correspondence 

Proof of a  Conjecture on the Interarrival-Time 
Distribution in  an MIMI1 Queue  with  Feedback 

P. J.  BURKE 

Abstract-In a Jackson-type  queuing  network  with  feedback, the 
equilibrium  state  distribution of each queue is that of an M/M/s system. 
In support of a previous conjecture that nevertheless  the  input  pro- 
cesses  in  such a network  are not Poisson, the marginal interarrival-time 
distribution  for an equilibrium M/M/1 queuing  system with feedback, 
counting  both  fed-back  and  exogenous  customers as arrivals,  is  calcu- 
lated. Since this distribution is a mixture of two  exponentials,  the  total 
input to such a system  is not Poisson. 

We consider  a  queuing  system  in  which  a  customer  (call) 
rejoins the  queue  with  fixed  probabi1ity.p  at  the  conclusion of 
his  service.  All  distributions  involved  are  equilibrium  distribu- 
tions.  The calls  originally  arrive at  the  queue  in  a  Poisson 
stream  and  are  served  by  a  single  exponential  server.  The 
“total”  input  process  (input)  consists  of  the  superposition  of 
the  stream  of  originally  arriving  (exogenous)  calls  and  the 
stream  of calls  rejoining  the  queue.  Since  these  are  not 
independent,  the  statistical  character  of  the  input is no t  
evident. 

The  state  of  the  system is defined  as  the  number  of calls in 
the  system  waiting  or  being  served.  It  is  known  that  the  state 
distribution  of  the  queuing  system  described  above is the  same 
as that of an  ordinary MIMI1 system  with  an  enhanced  traffic 
parameter.  In  fact,  in  a  network of exponential-service  multi- 
server  queues  with  feedback,  where  the  fed-back  calls  go  to 
any  queue  in  the  network  with  fixed  probabilities  depending 
only  on  the  source  and  target  queues,  and  where  the  exo- 
,genom  inputs  are  independent  Poisson  processes,  the  state 
distribution of each  queue is that  of  an  ordinary M/M/s queue 
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without  feedback  but  with  traffic  parameters  dep.ending  on 
the  feedback  probabilities.  (This is  a  result  of  Jackson [ 11 .) 
The  point is that,  in  spite  of  the  presence  of  feedback,  the 
queues  behave,  in  certain  respects,  as if the  total  input  proc- 
esses  were  Poisson.  In  this  connection  the  present  author 
wrote [ 2 ] ,  “. . . The  combined  input  to a  queue,  new  arrivals 
and  returning  customers, is apparently  not  Poisson.”  This  con- 
jecture  was  supported  only  by  a  heuristic  argument,  which  was 
not  altogether  convincing  to  some  readers.  Hence,  it  was 
thought  worthwhile  to  provide  a  rigorous  proof  that  the  input 
is no t  Poisson  in  the  simplest  case  of  a  Jackson-type  network, 
namely,  a  single  MIMI1  queue  with  feedback.  The  proof  takes 
the  form  of  a  calculation  of  the  marginal  distribution of an 
interarrival  interval  of  the  input  of  such  a  queue,  and  it 
provides  as  a  byproduct  the  explicit  form  of  this  distribution. 

Before  proceeding  with  the  calculation  it  is  well  to  make 
the  point  explicitly  that  fed-back  calls,  and  hence  also  the 
total  input  stream,  see  the  same  state  distribution  as  the 
exogenous ‘calls. That is,  we  assert  the  proposition  that  the 
state  distribution  at  arbitrary  arrival  instants,  fed-back  or 
exogenous, is the  same  as  that  at  the  exogenous  arrival  instants 
alone.  To  establish  this  proposition  we  recall  first  that  in  any 
equilibrium  queuing  system  with  individual  arrival  and  service, 
the  departing  (not  fed-back) calls  leave the  same  state  distribu- 
tion  as  seen  by  exogenous calls [ 3 ] .  Next  we  observe  that  the 
fed-back  calls  leave  the  same  state  distribution  as  the  departing 
calls  since  calls  which  are  fed.  back (or  which  leave)  are 
selected  with  fixed  probabilities  (thus  independently  of  the 
state).  Since  fed-back calls  see the  same  state  that  they  leave, 
the  proposition  follows. 

In  addition  to p ,  the  feedback  probability,  let 

X original  arrival  rate 
/J service  rate 
ni equilibrium  probability of state i at  an 

arbitrary  instant 
q = l - p .  

It is known [ 1 ] that ,  if X/pq < 1, 

ni = 1 - (h//~q)I  (XIPq >’, 


