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A Subjective Evaluation of Pitch Detection Methods
Using LPC Synthesized Speech

CAROL A. MCGONEGAL, LAWRENCE R. RABINER, FELLOW, IEEE, AND AARON E. ROSENBERG, MEMBER, IEEE

Abstract—A subjective evaluation of seven pitch detectors has been
carried out using synthetic speech. The evaluation is intended to com-
plement the objective performance evaluation of the same pitch detec-
tion algorithms in the investigation of Rabiner et al. [1]. In the earlier
study, each of the seven algorithms was evaluated on the basis of its
performance with respect to four different types of errors. The stan-
dard of comparison was a semiautomatically determined pitch contour
of each utterance in the experimental corpus. In the present study, the
quality of LPC (linear predictive coding) analyzed and synthesized
speech was evaluated. The pitch contour used in the synthesis was
obtained either from one of the seven pitch detectors or from the
semiautomatic pitch analysis. Using a computer-controlled sort board,
an experiment was run in which each of eight listeners was asked to
rank the nine versions of each utterance (the natural version was in-
cluded to provide a stable anchor point). Results are presented on the
overall preference for each pitch detector. In addition, subject pref-
erence as a function of the pitch range of the speaker and the trans-
mission environment used in the recording is discussed. The present
results are compared to those obtained in the earlier objective per-
formance study.

1. INTRODUCTION

THERE are a variety of methods for evaluating the perfor-
mance of a pitch detection algorithm. In general, the

performance index is a strong function of the intended appli-
cation of the results of the pitch detection. Thus, for example,
very different criteria would be used in evaluating the per-
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formance of a pitch detector for linguistic analyses of stress
than for a speech synthesis system. Earlier work by Rabiner
et al. [1] reported on a series of objective performance evalua-
tions of seven pitch detectors. Based on four different types
of errors which occur in pitch detection, the individual pitch
detectors were rank ordered on the basis of analytical measure-
ments for each type of error. The standard of comparison was
a semiautomatically determined pitch contour of each
utterance [2]

One very basic question arose from this earlier investigation.
This is the question as to how, and in what manner, the results
of the error analysis used in the objective evaluation of the
pitch detectors are related to perceptual criteria of quality in
a subjective evaluation of the pitch detectors. Such a subjec-
tive evaluation of pitch detectors can be obtained by assessing
the quality of speech synthesized using pitch contours ob-
tained from each of the pitch detectors. Since only the pitch
contour is being varied, higher subjective quality of a synthetic
utterance reflects a "better," or more accurate (in some per-
ceptual sense) pitch contour. The purpose of this paper is to
describe the results of such a subjective evaluation of the
seven pitch detectors used in [1].

It should be emphasized that the results of a subjective
evaluation of pitch detectors are applicable primarily to speech
analysis—synthesis (vocoder) systems. That is, a poor perfor-
mance in this evaluation does not preclude using the pitch
detector for other applications. However, speech analysis—
synthesis systems have been studied for a very lpng time and
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Fig. 1. Block diagram of experimental arrangement for preference
ranking experiment.

they probably represent the single most important application
of pitch detectors. Thus, it seems reasonable to study this
particular application in great detail.

The organization of this paper is as follows. In Section II we
describe the way in which the subjective evaluation was carried
out. Included in this section is a discussion of the LPC
analysis—synthesis system, as well as the experimental proce-
dures used to measure listener preferences. In Section III the
results of the subjective experiments are presented. These
results consist of a series of plots of listener preference as a
function of pitch detector, transmission condition, and pitch
of the speaker. Finally, in Section IV we interpret the results
and compare them to those obtained in the objective perfor-
mance study.

II. PROCEDURE FOR SUBJECTIVE EVALUATION OF
PITCH CONTOURS

Fig. 1 shows a block diagram of the experimental arrange-
ment used in the evaluation tests. Each utterance s(n), sampled
at a 10 kHz rate, was analyzed using a 12-pole LPC (linear
predictive coding) analysis to give 12 LPC coefficients and an
amplitude value every 10 ms (100 frames/s).' The LPC
method used an autocorrelation analysis with a 30 ms analysis
frame using a Hamming window [3]. The semiautomatic
pitch contour (SAPD pitch contour) was used to aid in deter-
mining the energy of each frame from samples of a single pitch
period centered in each analysis frame.

For each set of analysis data, a total of eight versions of each
utterance were synthesized. The eight synthetic utterances
((n), i = 1, 2, . , 8) corresponded to syntheses using each of
the pitch contours from the seven pitch detectors, as well as
the SAPD pitch contour. The seven pitch detectors used were

1) AUTOC—modified autocorrelation method [4]
2) CEP—cepstrum method [5]
3) SIFT—simplified inverse filtering method [6]
4) DARD—data reduction method [7]

1 Since the purpose of this experiment was to study the effects of
different pitch contours on the quality of the synthetic speech, no
quantization of he LPC parameters was used.

5) PPROC—parallel processing method [8]
6) LPC—spectral equalization LPC method [9]
7) AMDF—average magnitude difference function [10].
The methods of operation of each of the pitch detectors are

summarized in [1]. In addition to the eight synthetic utter-
ances, the natural utterance was also used in the subjective
evaluation to provide a perceptual anchor point for the listeners.

Subjective preference scores for each utterance were ob-
tained through the use of a computer-controlled sort board
testing procedure [11] . Using the sort board, subjects could
listen to any of the nine versions of each utterance as often
as desired and arrange button markers for each version to
represent ranking until they were satisfied that appropriate
rankings were given to each stimulus. A description of the
sort board is given in Section lI-A. An additional subjective
test (an A/B preference test) was carried out to determine
whether listeners could detect the differences between utter-
ances with smoothed and unsmoothed pitch contours.

The set of utterances used in this study was essentially iden-
tical to the one used in the objective analysis [1], with some
small exceptions. Included in this data base were the following:

1) Six speakers
One low pitch male—LM
Two male speakers—Mi, M2
Two female speakers—Fl ,F2
One child (four years old)—Cl

2) Four sentences
We were away a year ago—OS
I know when my lawyer is due—06
Every salt breeze comes from the sea—07
I was stunned by the beauty of the view—08

3) Three recording conditions
Close talking microphone—M
Standard telephone transmission—T
High quality wide-band microphone—W

4) Nine versions of each utterance
Seven pitch detectors
SAPD pitch contour—SAPD
natural utterance—SPCH.

Although smoothed as well as unsmoothed pitch contours
were used in the objective study, only unsmoothed pitch con-
tours were used in the subjective preference tests to provide a
fair evaluation of the performance of the pitch detector itself,
and not the combination of pitch detector and smoother.

A. Experimental Procedures

Eight subjects (four male, four female) were used as listeners
in this experiment. Their experience in listening to synthetic
speech ranged from extensive to limited.

Two distinct experiments were carried out. The first experi-
ment was a subjective preference test in which the listeners
were required to rank each of the nine utterances in order of
preference. This experiment was carried out with the aid of
the computer-controlled sort board, as described below. The
second experiment was an A/B comparison preference test
between pairs of sentences with smoothed and unsmoothed
pitch contours. In this experiment, a simple decision box was
used to record the subjects' responses.

SAPD 8
PITCH PITCH

CONTOUR CONTcURS

LPC LPC
fl] ANALYSIS SYNTHESIS fl SMOOTHED AND

UNSMOOTI-IED
P12 POLES PITCH CONTOURS
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In the course of the experiments, a total of 1296 utterances
(six speakers X four sentences X three recording conditions X
nine versions X two smoothings) were obtained using the LPC
vocoder. Digital versions of all, 1296 utterances were stored on
a 33.5 million word moving head disk for playback during the
experiments. -

Experiment 1, the ranking test, was given in a sound booth
with the aid of the sort board and indicator lights. A picture
of a subject using the sort board during a test session is shown
in Fig. 2. The sort board has 16 rows, 16 columns, and 10
movable buttons. Nine buttons were assigned to control the
presentation of a particular utterance. When any one of nine
buttons was depressed, the utterance associated with it was
heard through the earphones. The tenth button, which sat in
the upper-right corner of the board, was assigned to control
the end of a test. Also shown in the picture is a light box.
It was used to allow a subject to control the start of a session,
to inform a subject when to begin ranking the stimuli, and
when a test session had been completed. The light box was
also used in the A/B comparison test to record the subject's
responses.

In addition to the apparatus operated by a subject, a display
scope containing an image of the sort board enabled the ex-
perimenter to monitor the subject's behavior. Each time a
button was depressed, the display was updated so that it con-
tained the location of each button at its last operation. Fig. 3
shows a plot of the display scope corresponding to the loca-
tion of the buttons shown in Fig. 2.
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Fig. 3. The operators display to monitor the locations of the stimulus

buttons during the test.

Each subject was asked to rank the nine stimuli on a scale
from low quality to high quality according to preference.
Position along a column had no effect on the ranking. Thus,
two or more buttons in the same column meant the cor-
responding stimuli were ranked equal in preference.

The nine buttons corresponded to stimuli using the eight
pitch contours as well as the natural speech for a particular
utterance. The utterance was randomly chosen from the
speaker, sentence, and condition parameters. However, the
sentence parameter was never duplicated in a session. The
nine stimuli were also assigned randomly to the nine buttons.
In a typical 10 mm test, a listener would rank four complete
sets of utterances. Thus, a total of 18 listening sessions per
subject was required to complete this experiment.

The final button positions were scored in rank order using
the mean value of the ranking for ties (buttons arranged
columnwise). The rank order ranged from one to nine rep-
resenting the least to most preferred stimuli.

For the second experiment, the A/B comparison test, the
listeners heard two versions of the same utterance, and were
asked to identify the one they preferred. The utterances were
randomly chosen from the total set of utterances. The order
of presentation of unsmoothed and smoothed stimuli was also
random. For each trial, a score of 0 was assigned to preference
for the unsmoothed version, whereas 1 was assigned to pref-
erence for the smoothed version.

Ill. EXPERIMENTAL RESULTS

A. Preference Ranking Test
The results of the subject preference ranking test (experi-

ment 1) are presented in Figs. 4—8. We define a ranking score
r as

rr(i,j,k,1,m) (1)

where

l'iI (1=9)
(J=6)

14

Fig. 2. The computer-controlled sort board (only eight stimulus
buttons are shown in this example).

i = type of pitch detector,
/ rspeaker, l/J
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The ranking scores satisfy the relation

1 C r(i, j, k, 1, m) C9

where high preference scores correspond to the best quality
speech.

Fig. 4 shows a plot of the mean preference r1 (i), averaged
over speakers, transmission conditions, sentences and listeners,
i.e.,

r1 (1) = (r(i,j, k, 1, rn))j, k, 1,m

= JKLMjm r(i,/, k,l,m)

as a function of the type of pitch detector. The horizontal
axis is ordered in terms of decreasing mean preference. As
seen in this figure, the highest preference score was uniformly
assigned to the natural speech. The second highest preference
score was assigned to speech utterances having the semiauto-
matic pitch contour. However, the mean preference score for
this condition was only about 6.5, indicating that it was not
uniformly ranked second in preference over all conditions.
(If this were the case, careful thought will convince thereader
that its mean preference score would be close to 8.0.) The
discrepancy between the mean preference scores for the
natural speech and speech using the SAPD pitch contour is
a measure of the degradation of the best quality LPC synthe-
sized speech which was obtained in this investigation.

Pitch Detector Mea,t I4ooktog Stootlorci Dcc,ottoo

SPCI4 8.97 8.25
SAFD 6,46 1.55
AUTOC 4,37 2.3!
CEP 3.39 2.07
SIFT 3.08 2.19
DARD 3.18 2.13
PPROC 4.56 1,68
LPC 5.16 2.20
AMDF j 5.03 1.75

For the actual pitch detectors, we find that the LPC method
ranked third, closely followed by the AMDF method; the
PPROC and AUTOC methods had somewhat lower scores,
followed by the SIFT method. Finally, the lowest preference
scores were given to the CEP and DARD pitch detectors.
Before too much weight is given to these results, some com-
ments should be made. First, it can be seen that the mean
preference score for the highest rank pitch detector (other
than SAPD) was about 5.0, whereas for the lowest rank pitch
detector it was about 3.0. Thus, differences in mean pref-
erence scores across seven pitch detectors were fairly small.
The second, and perhaps more important, point is that the
mean preference scores of Fig. 4 were averaged across speakers,
transmission conditions, sentences, and listeners.

As is shown in the following figures, the mean preference
score is strongly influenced by several of these factors. This
result can be shown by examining the standard deviations of
the mean preference score measurements of Fig. 4. These
results are given in Table I. It is seen that the standard devia-
tion is quite low for the natural 'speech 'scores (a =0.25);
however, the standard deviations are much larger (from 1.55
to 2.31) for the measurements on the synthetic utterances,

(2) thereby indicating a lack of homogeneity 'of the preference
scores across the factors in the test.

Figs. 5—8 illustrate the effect of each of the factors on the
mean preference scores. Fig. 5 shows a plot of the mean
preference r2(i, in) averaged over speakers, transmission' con-
ditions, and sentences, i.e.,

r2(i, in) = (r(i,j, k, 1, rn))j, k,

=—-— r(i,j,k,l,in) (4)
(3) JKLJk,I

as a function of the type of pitch detector. This plot shows
that the variability of the mean preference r2(i, in) across
listeners (variable in) was fairly small, indicating a large mea-
surement of agreement between listeneTs in their subjective
assessments of the various pitch detectors.

Fig. 6 shows a plot of the mean preference score

r3(i, 1) = (r(i, I, k, 1, m))k, I,m

r(i,j,k,l,m) (5)
k, 1, m

as a function of pitch detector for each individual speaker.
From this figure; it can be seen that three of the pitch detec-
tors (AUTOC, CEP, and SIFT) were strongly affected by the
pitch of the speaker. The AUTOC method performed worst

TABLE I
RESULTS OF RANKING TEST—MEANS AND STANDARD DEvJATIONS

w
C-,z
w
w
Ljw
3-

2
Ui5

Fig. 4. The mean preference Score (averaged over all conditions) as a
function of pitch detector.

SPCH SAPD LEt AMDF PPROC AU1OC SIFT CEP DARD
PITCH DETECTOR

k = transmission condition,
1 sentence, IC1CL
mlistener, 1 CmCM

1CkCK (K=3)
(L =4)
(M=8).
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Fig. 6. The effect of speaker (pitch range) on the mean preference
score.
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r(i,j,k,l,m)
JLM1,i,m

(6)

as a function of transmission condition. The largest variability
here was the preference scores for the LPC method, which
were very low for the telephone quality speech, but quite
high for microphone and wide.band recordings. Interestingly,
all other pitch detectors had reasonably small variability across
recording conditions.

Finally, Fig. 8 shows a plot of the mean preference score
r5(i, 1),

r5(i, 1) = (r(i,f, k, 1, rn))1, k, m

=——— r(i,/,k,l,rn)
JKMI,k,m

(7)

as a function of the sentence. The variability of the preference
scores across sentences was reasonably small for all pitch
detectors.

The data in Figs. 4—8 establish a subjective ranking of the
eight pitch detectors as a function of listener, sentence,
transmission condition, and pitch of the speaker. Except for
the cases noted, the rankings were fairly independent of all
the factors includedin the experiment.

B. A/B Comparison Test

on low-pitched speakers and best on high-pitched speakers.
The SIFT method performed worst on high-pitched speakers
and best on low.pitched speakers. The CEP method per-
formed the worst on some speakers whose pitch was either
high or low (i.e., speakers LM and Fl and Cl).

Fig. 7 shows a plot of the mean preference score r4(i, k),

Figs. 9—13 show the results of the A/B comparison test
between utterances synthesized with both unsmoothed and
smoothed pitch contours. Fig. 9 shows the mean preference
scores, for each pitch detector, averaged over listeners, sen-
tences, speakers, and conditions. The results in this and subse-
quent figures are ordered according to decreasing mean pref.
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rJ

I SPCH SAPD LPC AMDF PPROC AUTOC SIFT CEP DARDSPCH SAPD LPC AMDF PPROC AUTOC SIFT CEP DARD
PITCH DETECTOR PITCH DETECTOR

Fig. 5. The mean preference score as a function of pitch detectorfor Fig. 7. The effect of transmission condition on the mean preference
each of the eight listeners, score.

r4(i, k) = (r(i, f, k, 1, rn)),, i, m

SPCH SAPD LPC AMDF PPROC AU1DC SIFT CEP DARD
PITCH DETECTOR
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CEP DARD PPROC AUTOC SIFT LPC AMDF SAPD
PITCH DETECTOR

Fig. 9. Mean preference score (averaged over all conditions) as a func-
tion of pitch detector for the unsmoothed—smoothed comparison
test.

erence scores. A high mean preference score shows a strong
preference for smoothed over unsmoothed versions of the
utterance. Fig. 9 shows a very strong preference for the
smoother for the CEP, DARD, PPROC, and AUTOC pitch
detectors, and a mild preference for the smoother for the
SIFT and LPC pitch detectors. The AMDF pitch detector
showed no preference for the smoother, and the SAPD pitch
detector showed a slight preference for unsmoothed pitch.

Fig. 10 shows the mean preference scores for each pitch
detector as a function of the listener. It can be seen that the
variation in mean preference between listeners is fairly small.

PITCH DETECTOR

Fig. 10. The effect of listeners on the mean preference for the un-
smoothed—smoothed comparison test.

Fig. 11. The effect of sentences on the mean preference for the un-
smoothed—smoothed comparison test.

Fig. 11 shows the variation in the mean preference scores as
a function of the sentence. Again small variations are seen in
the mean preference scores.

Figs. 12 and 13 show the variation in the mean preference
score as a function of transmission condition and speaker,
respectively. Fig. 12 shows that a much stronger preference
for the smoother was obtained for the telephone condition
for the AUTOC and LPC pitch detectors than for the other
two conditions. No other pitch detectors showed this type of
variation across transmission conditions. Fig. 13 shows that a
substantial amount of variation of the mean preference score
existed across speakers for all of the pitch detectors. As dis-
cussed previously, the speaker influence (i.e., pitch range of
the speaker) is one of the most significant variables in access-
ing performance of any of the pitch detectors. Thus, this
result is not unanticipated.
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Fig. 8. The effect of the sentence on the mean preference score.
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Fig. 12, The effect of transmission conditions on the mean preference
for the unsmoothed—smoothed comparison test.

IV. DISCUSSION OF RESULTS

The results of the preference ranking test have led to some
very interesting observations. First, they have shown that a
distinct difference in quality existed between the natural
speech and the best quality LPC synthetic speech generated
using a very carefully determined excitation function.
Although the quality difference was not uniform across all
conditions,2 it does serve to point up deficiencies in either
analysis or synthesis techniques in linear prediction processing.

A second major result is the difference in quality between
the synthetic speech using the SAPD pitch detector and that
using any other real pitch detector. Again this quality dif-
ference was highly nonuniform. However, in general, the real
pitch detectors did not approach the quality of the semiauto-
matic analysis method. Thus, further work on pitch detection
methods is warranted based on this result.

Finally, the preference rankings have placed in perspective
the importance (subjectively) of the various types of errors
which occur in the pitch detection process. As discussed in
[1], there are four major types of errors which can occur.
These are:

1) gross pitch period error, i.e., large discrepancies in pitch
period from correct pitch period;

2) fine pitch period errors, i.e., small errors in pitch period;
3) voiced-to-unvoiced errors, i.e., misclassification of voiced

speech as unvoiced;
4) unvoiced-to-voiced errors, i.e., misclassification of un-

voiced speech as voiced.
The analysis of [1] provides a ranking of the pitch detectors

for each of the error categories above. Fig. 14 shows a corn-

2lnterestingly, in a few instances listeners showed higher preference
for some synthetic utterances than for the natural speech. This only
occurred for the four-year old child with the telephone recording con-
dition. The reason for this might be both the high quality of the LPC
synthesis (with its full 4 kHz bandwidth) and the relatively poor
quality of telephone speech on such a high-pitched speaker.

Lu02Li
Li
U-
Ui
a-
2

Fig. 13. The effect of speakers on the mean preference for the un-
smoothed—smoothed comparison test.

Fig. 14. A series of comparisons between subjective and objective rank-
ings based on each of the proposed error measures.

parison of the objective and subjective overall rankings of the
seven pitch detectors based on each of these error categories.
Also shown in this figure are lines indicating the relationship
in position between pairs of rankings.

For the category of gross errors [Fig. 14(a)], it can be seen
that fairly large discrepancies exist between the pairs of indivi-
dual rankings. Thus, for example, the CEP method ranked
second objectively, but sixth subjectively. Based on close
examination of these data, it can be concluded that the subjec-
tive rankings were not closely tied to the objective rankings
for this category of error.

J J _L_ I I
CEP DARD PPROC AUTOC SIFT LPC AMDF SAPD
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For the fine errors [Fig. 14(b)] , the objective results showed
three of the methods, namely DARD, PPROC, and AMDF, to
be significantly worse than the other four methods. Again this
error measure is not indicative of the subjective rankings in
which AMDF and PPROC were rated second and third,
respectively.

The objective rankings category of voiced-to-unvoiced errors
[Fig. 14(c)] show the highest correlation to the subjective
rankings of the pitch detectors. The reason for this may be
that voiced-to-unvoiced errors are synthesized as unpleasant
sounding noise rather than the anticipated periodic signal.
Subjectively, such errors are quite noticeable and generally
quite disturbing. The only major shifts between objective
and subjective rankings for this error categOry occurred for
the LPC method. This was due to the unusually high error
rate for the LPC method for telephone recordings, as ex-
plained in [1] . Subjectively, the poor performance for the
telephone speech was not as deleterious as it was objectively,
since the telephone speech quality was generally poorer than
the wide-band or microphone conditions. Thus, errors were
less of a major problem.

Finally, Fig. 14(d) shows the comparison between objective
and subjective rankings for the category of unvoiced-to-voiced
errors. Almost no correlation exists between these two sets of
rankings. This is the case because unvoiced-to-voiced errors
generally occur during transients, etc., and are synthesized
either as low level sounds or short voiced sounds. Subjectively,
it is difficult to distinguish voiced from unvoiced when the
sound is either transient or low level. Thus, these errors are
not overly significant in a subjective sense.

In summary, the objective and subjective rankings provide
different measures of evaluation of pitch detection methods
in some respects. The closest correlates between the two sets
of results are the voiced-to-unvoiced error rate and the gross
error rate. However, the differences in the results are as im-
portant as the similarities, thereby stressing the difference in
criteria used to assess pitch detectors for different applications.

The results of the preference test for the smoother lead to
another set of interesting observations and to one speculation.
If one makes an ordered list of the results of the ranking test
and an ordered list (in terms of decreasing preference for the
smoother) of the results of the A/B preference test, then, as
shown in Fig. 15, it can be seen that the orderings are quite
similar. This result indicates that the higher the preference
of the pitch detector with unsmoothed pitch, the lower the
need for a smoother to improve the overall quality.3 This
naturally leads to the important question of whether a poorer
pitch detector in combination with the smoother can produce
synthetic speech of equal quality to one of the better pitch
detectors. Based on informal listening, the conjecture is that
in the majority of cases, the answer is yes. Of course, in cases
where the performance of a pitch detector is sufficiently bad,

3This conclusion is eveh rtlere striking if one compares the results of
Figs. 6 and 13, which show listener preferences for each pitch detector
as a function of the speaker. It is seen that in all cases for which low
preference scores were obtained on the ranking test (Fig. 6), commen-
surately strong preference for the smoother is obtained for the A/B
test.

RANKING TEST A/B TEST

SAPD SAPD

CEP DARD

DARD CEP

Fig. 15. Comparison between subjective rankirtgs and preference scores
for the smoothes for the set of eight pitch detectors.

no amount of smoothing can make up this deficit, and the
quality of the smoothed utterance will still be significantly
worse than the quality from a better pitch detector.

A few other points are worth making conceriling the effects
of the nonlinear smoother on the subjective quality of the
utterance. For the SAPD pitch detertor, the smoothed utter-
ances were sometimes less preferred than the unsmoothed
cases. This result is due to the fact that the smoother would
sometimes eliminate short (less than 50 ms) ufivoiced intervals
withh long voiced regions. For several of the utterances, short
stop gaps were converted to voiced regions with low level, but
audible, buzzes. For these cases, clear preference for the un-
smoothed utterances was found. In the remaining cases, the
unsmoothed and smoothed pitch contours were identical and
the choice between these cases is strictly random.

The only other pitch detector in which no preference for
the smoother was shown was the AMDF pitch detector. The
reason for this result is that the AMDF incorporated a non-
linear smoother in its internal logic to sort out the pitch period.
Therefore, most of the errors which the nonlinear smoother
normally corrected were already corrected by the internal
logic in the pitch detector. Thus, in most cases in which the
AMDF worked properly, no clear preference for smoothed or
unsmoothed was measured. This result also bears out the con-
jecture that the smoother is able to equalize the quality of the
pitch detectors in that the AMDF pitch detector (with its
built-in smoother) was highly ranked subjectively.

Finally, a cross check of the results of the two experiments
showed a very high correlation between cases with low ranking
scores and cases with strong preference for the smoother. This
result again tends to confirm the success of the smoother in
improving the speech quality.

V. SUrViMARY

The results of a subjective evaluation of the quality of syn-
thetic speech generated using pitch from eight different
methods were presented. It was shown that speakers have the
most influence on the quality (preference ranking) of the syn-
thetic speech. The transmission environment also was a small
factor in the assessment of quality for one of the pitch
detectors.
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The subjective rankings were compared to a set of objective
rankings of the pitch detectors obtained in earlier work. It
was shown that the best correlate between the two sets of
rankings was the voiced-to-unvoiced error rate data. However,
the degree of correlation was not extremely high, even for this
error measure. Thus, it is concluded that fairly different
assessments are made for subjective and objective evaluations
of pitch detection methods.
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On the Simultaneous Estimation of Poles and Zeros
in Speech Analysis

KENNETH STEIGLITZ, MEMBER, IEEE

Abstract —Kopec, Oppenheim, and Tribolet have described a homo-
morphic technique for producing, from a speech signal, a minimum-
phase estimate of the vocal-tract impulse response. Once such an esti-
mate has been obtained, the problem of modeling the vocal tract with a
pole-zero model is a classical one in nonlinear estimation theory. It is
shown in this paper that Shanks' method, Kalman's method, and the
iterative prefiltermg method are all different linearizations of the same
nonlinear problem, and the iterative prefiltering method is proposed as
an approach to estimating the poles and zeros of the vocal-tract transfer
function simultaneously. A simulation is described which shows the
advantage of estimating poles and zeros simultaneously rather than
sequentially as in Shanks' method. A preliminary example of applica-
tion to real speech is also given.

1. INTRODUCTION

IN A recent paper, Kopec, Oppenheim, and Tribolet [1] de-
scribe a technique for speech analysis which combines
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homomorphic filtering with linear prediction to model the
vocal tract by a rational transfer function with both poles and
zeros. The idea is to first estimate (nonparametrically) a
minimum-phase signal which has the same magnitude trans-
form as the vocal-tract impulse response, and then to apply
a two-step algorithm to obtain a pole-zero model—ordinary
linear prediction is used to get an all-pole model, and this is
followed by a single least-square fit suggested by Shanks[2] to
estimate a numerator.

Once the minimum-phase version of the impulse response
of the vocal tract has been estimated, the problem of modeling
it with a rational transform is a classical system identification
problem, and has been treated by many authors (see [2] -[81,
for example). The problem stated in ideal form is, in general,
a highly nonlinear optimization problem, and most of the
effective methods for the solution are iterative in nature.
Little is known theoretically about the convergence properties
of the algorithms available. The purpose of this paper is to
point out the relationships between Shanks' method [2],
Kalman's method [31, and the iterative prefuitering method
proposed in [4]. It is hoped that this will encourage the ap-


