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Connected Digit Recognition Using a Level-Building
DTW Algorithm

CORY S. MYERS, STUDENT MEMBER, IEEE, AND LAWRENCE R. RABINER, FELLOW, IEEE

Abstract—h this paper we present a novel method for recognizing a
string of connected digits based upon the use of a recently proposed
level-building dynamic time warping (DTW) algorithm. The recognition
system attempts to build up the string, level-by-level (Le, digit-by-
digit), by comparing portions of the test string to isolated digit refer-
ence patterns. A backtracking procedure is used to find the "best"
string (i.e., minimum accumulated distance) as well as a set of reason-
able alternative CandIdates. The system was tested on a number of
talkers speaking variable length digit strings (from two to five digits)
over dialed up telephone lines. String error rates of 4.8 percent and
4.6 percent were obtained for speaker-trained and speaker-independent
systems. Word error rates of 0.7 percent (for speaker-trained tests) and
0.9 percent (for speaker-independent tests) were obtained. The digit
reference templates were obtained from autocorrelation averaging of a
pair of isolated word templates for each digit of the speaker-trained
system, and from a clustering analysis of isolated words for the speaker-
independent system.

I. INTRODUCTION

THE area of speech recognition has progressed to the point
where a wide variety of isolated word recognitibsys-

tems have been implemented and used successfully for many
applications [1] —[9]. Typically, these applications have been
data entry, sorting, and searching systems. For many of these
applications in which streams of numbers (or words) are en-
tered into the machine, a connected word format would be a
considerable improvement over the isolated word format now
in use. Although several heuristic procedures have been pro-
posed for recognizing connected digits [10]-[12], none of
these techniques has been sufficiently general to handle arbi-
trary strings of connected words.

Recently, Sakoe [13] and Rabiner and Schmidt [14] have
proposed sophisticated algorithmic approaches to recognizing
strings of words based on modified dynamic time warping•
optimization procedures. Sakoe's approach, called the 2-level
DP warp method, exhaustively tries to match all reference
words to all possible subsets of the test string (the first level),
and then, based on the distance scores, determines the best
match (minimum accumulated distance) to the spoken string
(the second level). Rabiner and Schmidt use a sampling ap-
proach to thematching procedure by attempting to build up
candidate strings (from left to right) The only regions of the
test stnng for which dynamic time warpmg (DTW) matches_are
tried are those regions at the end of good matches at the pre-
ceding level. Thus, only certain "sampling" points are used as
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potential beginning regions for matching a reference word to
the spoken string, and the recognized string is built up word-
by-word using a DTW matching procedure.

Although the 2-level DP warping algorithm achieves very
high accuracy [13], the computation needed to do the first
level match is excessive, and requires special-purpose hardware
to approach or achieve a real-time implementation [15]. The
sampling approach, on the other hand, requires significantly
less computation than the 2-level approach. However, the
drawback of this method is the potential loss of information
due to sampling the test string at a small number of points.
The loss of information results in a small increase in error rate
over the exhaustive approach of Sakoe.

In this paper we present another DTW-based connected word
recognizer. This new system is based on a level-building DTW
algorithm recently proposed by Myers and Rabiner [16]. It
has been shown that the level-building algorithm is signifi-
cantly more efficient than the 2-level DP warp method, but
solves the exact same problem [16]. The new method has
also been shown to be as efficient as the sampling method,
and we will show that the level-building approach achieves
slightly higher accuracy.

The characteristics of the level building connected digit
recognizer are:1

1) It operates over dialed-up telephone lines.
2) It accepts variable length digit strings.
3) It can be used as either a speaker-trained, or a speaker.

independent system.
4) It uses isolated word templates for the reference tem-

plates.
5) It uses a level-building DTW algorithm to recognize the

digits within the string.
6) It gives the best digit string for each possible string length

that the system can handle.
7) It provides a list of alternative strings of each possible

string length.
8) It achieves high digit accuracy (99.1 percent) and high

string accuracy (95.4 percent) for both male and female
talkers.

The organization of this paper is as follows. In Section II we
describe the level-building word recognition system. We also
review the level-building DTW algorithm upon which the rec-
ognition system is based. In Section III we describe and give

'Many of the system characteristics axe identical to those of the
sampling method of Rabiner and Schmidt [14], since this new system
is based upon the framework of the previous one.
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Fig. 1. Block diagram of the connected digit recognition system.

results of an experimental evaluation of the performance of
the recognizer using test strings of connected digits. An im-
portant aspect of the performance is the method of creating
reference templates, and this problem is also discussed in this
section. In Section IV we discuss the results and their implica-
tions for connected word recognition systems. Finally, in
Section V we summarized our findings.

II. THE LEVEL BUILDING DIGIT RECOGNITION SYSTEM

Fig. 1 shows a block diagram of the level-building digit rec-
ognition system. The front end processing is essentially iden-
tical to that used in several isolated word recognition systems—
namely, sampling the speech at a 6.67 kHz rate, detecting end-
points of the string, and performing LPC feature extraction
[4], [7], [8], [14]. The analysis features area set of(p + 1)
autocorrelation coefficients (p = 8) of each N = 300 sample
(45 ms) frame of speech. A shift of L = 100 samples (15 ms)
between frames gives an analysis rate of 67 frames per second.
The LPC coefficients are calculated from the autocorrelation
coefficients as required in the processing.

Following feature extraction, a level-building DTW algorithm
is used to match the test string to a set of stored digit reference
templates. At each level (i.e., position in the digit string) in-
formation about accumulated distances, best candidate digits,
and backtracking pointers are retained, and fed back to the
DTW algorithm to begin a new level. A decision rule is used to
choose the "best" string—i.e., the string whose accumulated
distance at the end ofthe match is the minimum. The recogni-
tion system also provides an alternative list of strings whose dis-
tances are close to the minimum distance string. If some form
of syntax were available at the output of the system, e.g., the
string must form a valid telephone number, etc., then some
recognition errors could be detected and corrected using the
list of alternative strings. (It is also possible to design a syntax
driven level-building algorithm to detect and correct errors
[16].)

Although the level-building DTW algorithm has been de-
scribed in detail elsewhere [16] , it is worthwhile reviewing its
operation here, since many of the results to be presented here
are intimately related to the parameters of the algorithm.

A. The Level-Building DTW Algorithm

Assume we have an L-word connected word sequence which
is represented as a test pattern T(m), m = 1, 2, . . , Mwhere
T(m) is a vector of features for frame m, andM is the number
of frames in the test pattern. The goal of the level-building
DTW algorithm is to find a sequence of L reference patterns

M

Fig. 2. Illustration of constrained endpoint DTW match of a sequence
of reference patterns to a connected word test string.

Rq(i)(fl), Rq(2)(fl), ,Rq(L)(fl), where each q(k), k = 1,2, . , L is one of a set of V reference patterns R, v = 1,2,
V, sUch that the dynamic time warped distance be-

tween T(m) and the super reference pattern Rs =Rq(1)
Rq(2) Rqi) is the minimum over all q(k), where
denotes sequence concatenation. More formally, if we define
Dq(1)q(2)...q(L)(M) as the accumulated DTW distance be-
tween the test pattern T(m) and the super reference pattern
Rq(j) Rq, then the goal is to determine
the minimum distance D*, defined as

mm [Dq(1)q(2)...q(L)(M)]. (1)
q(1)q(2)" q(L)

The indices q*(l)q*(2). . . q*(fl of the sequence of reference
patterns that minimize D* define the best match to the spoken
word string.

The manner in which the level-building algorithm is imple-
mented for solving the minimization of (1) is illustrated in
Figs. 2-6. Fig. 2shows the simple case of obtaining the DTW
distance between the test pattern T(m), and a given super ref-
erence pattern R5 Rq(j) n Rq(2) Rqi, i.e., for
fixed indices q(1) q(2) . . q(L). A constrained endpoint
DTW algorithm in which the slope of the warping function
w(m) is constrained to lie between and 2 is used to find the
best path within the parallelogram matching T and Rs. This
procedure could, in theory, be used to solve (1) by exhaus-
tively testing every possible Rs and doing the minimization
directly. However, it should be clear that the amount of com-
putation (V'S comparisons), even for modest values of L, is
untractable.

In order to see how we can efficiently solve (1) we must ex-
amine, in more detail, the way in which a DTW algorithm is
generally implemented for a fixed R5 and T. Fig. 3(a) shows
a typical implementation of a constrained endpoint DTW
algorithm. Generally, the computation to find the optimuth
warping path is performed in vertical stripes (i.e., m is indexed
sequentially and a range on n is found in which the path is
constrained to lie) as illustrated in this figure. An alternative
way in which the computation could be performed is illus-
trated in Fig. 3(b). A set of horizontal lines has been drawn
for different ending frames of the references within R5. For

Rq(L)

Rq(L1)

n

Rq(2)

TEST (m)
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Fig. 3. Two possible implementations of constrained endpoint DTW
algorithms.

this case the computation is done in vertical stripes again; how-
ever, the horizontal line formed by the end of each reference
forms a constraint on the region in which the computing is
done. As such, the computation is again done in vertical
stripes until the partial region G1 of the parallelogram is
covered. In order to correctly pick up the computation for
the second reference pattern (i.e., in'region G2), the accumu-
lated distance scores for all paths that end at the first hori-
zontal line (denoted by the heavy dots) must be retained and
used as initial conditions on distances. In this manner the
identical computation, as shown in Fig. 3(a), can be carried
out by levels (i.e., words within the sequence of reference pat-
terns) in a series of computations.

The significance of the above results is that the level-building
approach to finding the best dynamic path (i.e., finding the
best path for each reference pattern in the sequence) can be
extended to the case of more than one reference pattern at
each level, as illustrated in Figs. 4 and 5. Fig. 4 shows how a
set of V reference patterns R can be tried at level 1 = 1 to find
the best partial matches to a portion of the test pattern. As
shown in Fig. 4(a), for reference pattern R1, the algorithm
must keep track of the accumulated distance for all paths that
end at the grid points (m, N1), i.e., at the end of reference
pattern one. The range of m for which such paths occur is
m11(l) m m12(l), as determined by the intersection of
the line n = N1 with the lower and upper warping function
constraint lines. Similarly, as shown in Fig. 4(b), for reference
pattern R2, the algor:ithm must keep track of the accumulated
distance for all paths that end at the end of reference pattern
two, i.e., for m21(l) m m22(1). This process is repeated
for all reference patterns, R0, u = 1, 2, . , V, and an overlap
range on m is determined as m1 (1) m m2 (1) where

m1(l)= mm [m1(l)]
1vV

m2(l) max [m2(l)]
1 'vV

1
m1(1) m2(l) m

mill) m2(l) m

For each value of m in the ending range m1 (1) m m (1), at
level 1, we must keep track of three quantities, namely

1) minimum accumulated distance, ñ?(m) = mm1 v
[D(m)} where D,v(m) is the accumulated distance for the vth
reference pattern, at level 1, ending at frame m of the test
pattern;

2) best reference, W1(m) = argmin1 [D'(m)] where
argmin [f(x)] is the value of x that minimizes the quantity
f(x); and

3) backtracking pointer, F?(m) = FIWI (m)(m) where F'(m)
is the frame of the test pattern at level 1 — 1 at which the best
path to test frame m, at level 1, for reference pattern R, ended,
i.e., the best path to frame m of the test pattern, at the end of
the lth level using reference R0, began at frame F(m) + 1.
This pointer basically keeps track of the ending frame of each
path at the previous level. For level 1 = 1, it should be clear
that Ff(m) = 0 for all m, since all paths started at frame one
of the test pattern.

Fig. 5 illustrates the operation of the level-building algorithm
at the second level. The major difference here is that paths
can begin at any frame within the starting region m1 (1)
m m2(l), rather than at a single point, as was the case for
the first level. The algorithm keeps track of total accumulated
distance for each path and determines a new starting range for
each successive level based on the results of the preceding level.

Up to this point we have only shown a set of lower and
upper warping function constraints arising from the grid point
m = 1, n = 1. However, a second set of lower and upper warp-
ing function constraints come from the upper right-hand cor-
ner of the grid, i.e., m =M, n = 4(L) where 0(L) is the maxi-
mum length of the set of L concatenated reference patterns.
Hence, when the level approaches the actual length of the se-
quence, these new constraint lines also determine the region in
which the dynamic path can lie. This effect is illustrated in
Fig. 6 which shows the ranges and starting regions for each
level in a 4-level search. As illustrated previously, the shortest

(2b) reference template (whose length is shown by the horizontal
dashed lines) determines the lower range limit m1 (1), and the

n

N1

REFERENCE fl

n

m11(l I m1(I ) m

REFERENCE
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m21(l) m(l) m

Nv
REFERENCE

1=1

I m M

Fig. 4. Sequence illustrating the match regions and the resulting ending
regions used in the first level of the level-building DTW algorithm.
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SEARCH REGION FOR LONGEST REFERENCE AT EACH LEVEL

SEARCH REGION FOR SHORTEST REFERENCE AT EACH LEVEL

longest reference template (whose length is shown by the solid
horizontal lines) determines the upper range limit m2(1), at
level 1. When the level 1 approaches the maximum level L (4
in this example), the path constraint lines (of slope 4 and 2)
from the upper right-hand corner of the grid start to control
the shape of the region in which the path can lie. This can be
seen to occur for 1 = 3 and 1= L = 4 in Fig. 6. (A general rule
which may be used to determine G, for fixed R is to use
mj(l) and m2(l) to get the constraints from the bottom and
to assume levels 1 + 1, 1 + 2, . , L will use the longest refer-
ence in order to get the constraint from the top).

Fig. 7 illustrates the level-building algorithm for a simple
example where it is assumed that there are only two reference
patterns, denoted as A and B, each of equal length. It is again

assumed that a string of length L =4 is known to have been
spoken. At the end of the first level, there are six possible
ending values of m, and the reference pattern giving the small-
est distance is denoted along the horizontal line at the end of
the level. Similarly, at levels 2 and 3, best paths to each pos-
sible ending frame are noted by the reference, at that level,
which gave the minimum accumulated distance. Finally, at
level 4, only a single path is retained, as this is the optimum
path which minimizes the distance of (1). To determine the
best matching string, we must backtrack the path ending at
m = M to give the sequence BAAB as the best sequence of four
reference patterns matching the test pattern. Also denoted on
Fig. 7 are the test frame values e1 corresponding to the end of
each reference in the best matching sequence. In principle,
these values e1 could be used as best estimates of segmentation
points between entries in the test pattern.

It should be noted that the level-building algorithm, as pre-
sented above, is capable of determining the best matching
string to a test pattern of variable length. As such, the algo-
rithm can generate several "best" matches, each of different
lengths as shown, in Fig. 8. The overall "best" match is de-
fined as the match giving the smallest distance over all possible
sequence lengths. The alternative length strings are useful for
applications in which the length is known a priori, e.g., tele-
phone number dialing, credit card codes, etc. In Fig. 8 we
show the best matches for strings oflengthL =3,4, and 5, for
the given example.

A second point of note is that, by doubling the storage at
each level, we can keep track of both a "best" path and a
second-best path, to each frame m of the test pattern. In this
manner, alternative estimates of reference strings can be esti-
mated by using second-best paths at any level in the warp.
This important point is illustrated in Fig. 9 which shows a
"best" path for an L =4 length string, and a series of four
alternative paths obtaining by substituting a second-best dis-
tance alternative at each level in the warp. These paths are

n
REFERENCE

REFERENCE
2

lIli(l) fl12(l)
m21 (2)

Fig. 5. Sequence illustrating the match regions and the resulting ending
regions used in the second level of the level-building DTW algorithm.

m(TESTI

Fig. 7. Illustration of backtracking to recover the best sequence match
in a 4-level DTW match.

m

Fig. 6. Illustration of the warping path regions in a 4-level DTW match.



shown graphically in Fig. 9(a) and symbolically in Fig. 9(b).
If we denote the best path by the sequence of arcs 1111, then
the alternative paths are 2111, 1211, 1121, and 1112. How-
ever, the arcs labeled l's occurring before an arc labeled 2 in
the alternative paths need not be the same arcs labeled 1 for
the best path, since we are now finding a best path to a differ-
ent ending frame at each level. The set of distances associated
with each of these suboptimum paths can be ordered to give
an alternative list of strings as estimates for the spoken string.

To illustrate the operation of the level-building algorithm,
Figs. 10 and 11 show two examples. In each plot we show the
log energy contour of the spoken string [part (a)] and a series
of plots of the accumulated distance for each digit at each
level. Fig. 10 is for the spoken string 51560. At the end of
each level, the program prints out the best local estimate of
the digit at each level (shown to the right of each level rectan-
gle). The vertical dashed lines, at each level, denote the initial
range of m for which the level allows paths to begin. The

sloped dashed line at each level is a distance rejection thresh-
old to eliminate candidates which accumulate large distances.
For this example, the best estimate, at each level, of the
spoken digit is the actual spoken digit. At the end of the
fourth level, the string 5157 matched to the end of the test
string with an average distance score of 0.553. Three alterna-
tive strings, namely 1157, 5957, and 5117, were also generated
at this level by using the second-best distance candidates at
each position in the string. At the fifth level the string 51560
(the correct one) was obtained with an average distance score
of 0.333. Alternate choices, at this level, included the strings
11560, 51570, 59560, 51160, and 51562 with average dis-
tance scores as shown on the figure.

Fig. 11 illustrates a similar set of accumulated distances for
the string 99211. In this case, however, the best digit match-
ing at each level is not the actual spoken digit. At levels 2 and
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(a)5*1* ENERGY ENVELOPE XXII
MAXDB'44 BEGIN33 ENDI56 NFl24
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.t.3
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.t.1

10.333 51560
I 0.34911560

0.354 51570
0.370 59560

I 0.375 51160
1O.4I3 51562
(0.553 5157
1 0.569 1157
1 0.591 5957
L0.596 5117

6
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Fig. 8. Example of use of the level-building algorithm with several Fig. 10. Log energy contour and accumulated distance at each level of
different length candidates. the level building algorithm for the test string 51560.

(a) (a)
ENERGY ENVELOPE *111

MAX0B44 BEGIN27 END ' 99 NF73

_____ :
9 0.523 99211 (b)

0.570 19211
0.572 92211
0.603 99219

(1,) 1 10.545 9921
0.547 9901

co.592 1921
I 0.593 9221
LO.604 9929

I 0.535 901
0.565 101
0.594 909

0

9
Fig. 9. Example illustrating how additional candidate strings are ob-

tained in the level-building algorithm.

Fig. 11. Log energy contour and accumulated distance at each level of
the level-building algorithm for the test string 99211.
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Rq(L MAX)

Rq(1)

Fig. 12. Illustration of the level-building parameters R1' 8R2' END'
MT, and e.

3, the best digits are 0 and 1 rather than 9 and 2. However, as
seen, the correct string is found as the minimum accumulated
distance string. Interestingly, for this example, the second-
best string is a 3-digit string, namely 901, and the third-best
string is a 4-digit string, namely 9921.

B. Increased Flexibility in the Level Building DTW Algorithm

The level-building DTW algorithm, as described in the pre-
ceding section, can be easily modified, both to increase its ef-
ficiency and to increase its flexibility in handling various types
of test input strings. To accomplish these tasks, we have de-
fined a set of variables that can be independently controlled
which influence the performance of the level-building algo-
rithm. These variables include:

1) 8R1 = Region of uncertainty at the beginning of the
reference pattern

2) 8R2 = Region of uncertainty at the end of the reference
pattern

3) END = Region of uncertainty at the end of the test
pattern

4) MT = distance multiplier to determine initial rn-axis
range, at each level, along the test pattern

5) e = Range of DTW local warp along the reference pattern
6) TMIN, TMAX =Threshold parameters on accumulated

distance at each level
7) KNN = K-nearest neighbor decision rule criterion.
The effects of some of these variables on the level-building

paths are illustrated in Fig. 12. The variables 6R1 and 6R2 de-
fine regions, at the beginning and end of each reference pat-
tern, in which the local path can begin or end, i.e., paths need
not begin at frame one of each reference and end at the last
frame, but instead the best beginning and ending frames,
within the specified regions, are found and used for each path.

Similarly, the parameter SEND defines a region at the end ol
the test pattern in which a total match can end, rather than
strictly requiring each path to end at the frame m =M. This
added flexibility allows for some margin of error in determin-
ing the ending frame of the test pattern.

The parameters MT and are range reduction parameters

which reduce the size of the local regions, G1, at level 1, in
which the dynamic path is constrained to lie. The parameter
MT is used to reduce the initial starting range [i.e., from m1(l)
to in2 (1)] to the reduced range

Si m
where 5/ and 5/ are defined as

S/ = largest in such that b1(m) >MT

forall rn<S/

s/ smallestm suchthat

where

forall m>5/

= mmim(ML m j

(3)

(4a)

(4b)

(5)

is the minimum average distance at the end of level 1 — 1. For
practical values of MT, the range of starting values of m can be
reduced by about 50 percent.

Similarly, the parameter e defines a range of width 2€ + 1 for
searching in the n-direction, to find the best path for each
reference at each level, as defined by Rabiner et al., in the
UELM DTW algorithm [17]. At each frame in, along the test,
the range along n is determined by examining a region within
± frames (along n) of the minimum accumulated distance at
frame rn — 1. This parameter is again primarily used to reduce
the size of the search region.

The parameters TMIN and TMAX are used to terminate
DTW searches on reference patterns which accumulate exces-
sive incremental distance at any level 1. Details of the incre-
mental distance test are given in [16]

The last method for increasing flexibility of the level build-
ing algorithm, namely the use of the K-nearest neighbor
rule (KNN) for speaker independent recognition, is a difficult
one to implement. This is because the KNN rule assumes that
the distance scores which are being compared (and averaged)
all were generated using the same test pattern. For isolated
word recognition, this assumption is valid; however, in the
level-building algorithm, the best paths at level 1 and frame m,
from two templates representing the same word, can begin at
different starting frames. Hence, these two paths use different
positions of the test string and cannot be averaged in a KNN
rule. Thus, in general, it is not possible to compare distance
scores directly with the KNN rule. However, a reasonable
heuristic for the KNN rule can be applied; namely, that the
distance scores from two reference templates (representing the
same vocabulary word) may be averaged in a KNN rule if both
templates have warping paths that "come from" the same
word. To implement the revised KNN rule, for each token of
the vth vocabulary word, we must keep track of the distance
accumulated to frame m, and a pointer of the word (at the
previous level) from which the best path began. For all frames
where KNN (or more) tokens are defined to have come from
the same word at the previous level, the KNN rule averages the
KNN smallest distances to give the word distance at frame rn
and level 1.

m (TEST)
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C. Creation of Word Reference Templates for the
Level-Building Algorithm

An essential component of the connected word recognition
system of Fig. 1 is the set of word reference templates which
we compare to portions of the test pattern. There are at least
two inherent problems in comparing connected word se-
quences to concatenated, isolated reference word patterns.
First, words spoken in ioslation tend to be substantially longer
in duration than the same words embedded in connected
strings. Second, words in connected strings coarticulate at the
boundaries, thereby producing significantly different spectral
behavior than either individual word. To some extent, the
level-building DTW algorithm can compensate for durational
differences. However, no totally adequate method is known
for handling coarticUlation effects. The use of variable begin-
fling and ending regions on each reference template (the tSR1,
tSR2 parameters) tends to mitigate these problems somewhat.

In light of the above difficulties, several training methods
were investigated for use with the level-building DTW algo-
rithm. For a speaker-trained system, we cOnsidered two types
of training, namely,

1) casual training in which each digit was spoken in isolation
two times, and a reference template was created from each
replication; and

2) àutocorrelation aveEaging of two casual training replica-
tions of each word [18]. In this case the two replications
above were averaged to give a single template if their DTW dis-
tance was below a threshold; otherwise the shorter (in dura-
tion) of the pair of words was used.

For the second training set, we also considered various length
normalization techniques including

1) percentage length normalization—all reference templates
were linearly expanded or contracted in length by a fixed per-
centage; and

2) fixed length normalization—all reference templates were
linearly expanded or contracted in length to a fixed length.

For each training set and each type of normalization, a set of
recognition experiments was performed to measure the per-
formance of the overall connected digit recognition system.
Results of these tests are given in Section III.

For the speaker-independent system, the word reference
templates were obtained from a set used previously for
speaker-independent isolated word recognition [7]. For this
set no attempt was made at length normalization.

III. EXPERIMENTAL EVALUATION OF THE
DIGIT RECOGNIZER

In order to test the level-building digit recognizer, the set of
recordings described by Rabiner and Schmidt [14] was used.
In this set, each of six talkers (three male, three female) spoke
80 randomly generated strings of from two to five digits. An
equal number of strings of each length was used, and the num-
ber of occurrences of each digit within the string was balanced
within each subset of 20 strings of a given length. All record-
ings were made over dialed-up telephone lines.

Results are presented in the next four subsections, for the
following systems.

Variable Length Strings Known Length Strings

2 3 4 5 Sum

03 1 0 4

01 2 2 5

00 1 1 2

12 2 2 7

10 1 0 2

02 2 1 5

2 8 9 6 25

2 3 4 5 Sum

03 0 0 3

02 1 2 5
00 2 1 3

12 2 2 7
10 1 0 2
03 3 1 7
2 10 9 6 27

2 3 4 5 Sum

00 0 0 0
01 0 2 3

00 1 I 2
1 2 2 2 7
00 0 0 0
01 2 I 4
1 4 5 6 16

1) Speaker-trained recognizer—two templates per word ob-
tained from casual recordings.

2) Speaker-trained recognizer—one template per word ob-
tained from a pair of templates.

3) Speaker-independent recognizer—12 templates per word
obtained from clustering analysis of isolated digits.

4) Speaker trained recognizer—length normalized test and
reference patterns.

A. Speaker-Trained Recognizer— Two Templates per Word

The performance of the level building digit recognizer using
2 speaker-trained templates per word is given in Table I. For
the "full" level-building algorithm (i.e., with no computational
reductions in parameters), a total of 25 string errors (5.2 per-
cent) were made for variable length strings, and a total of
16 string errors (3.3 percent) were made for known length
strings These results are broken down by talker and string
length in Table 1(a). The columns labelled I, D, S are the num-
ber of strings (in the variable length tests) with insertions (i.e.,
a string too lông was chosen), deletions (i.e., a string too short
was chosen), and substitutions (i.e., an incorrect digit was
chosen in place of a correct digit). In some cases, more than
one substitution occurred in a string; hence, the number of
substitutions plus insertions plus deletions must be equal to
or greater than the number of string errors. The values of
6R1 = 3, R2 = 4 were chosen by searching the (tSR1, tSR2)
plane and minimizing the number of string errors. Similarly,
6END = 4 was chosen to minimize string errors. Values of e,

TABLE I
SPEAKER-DEPENDENT RECOGNIZER—TWO TEMPLATES PER WORD

A. FULL LEVEL-BUILDING ALGORITHM RESULTS:

= 4, tSEND = 4, no, MT = no, TMIN = TMAX = no

B. REDUCED LEVEL-BUILDING ALGORITHM RESULTS

= 3, it2 4, SEND 4, = 15, MT 1.4, TMIN = 3.0, TMAX = 0.7

Number of Errors (80 Strings Per Talker)

Talker

LR

Jo
SL

KS

Cs

SC

ToIal

Talker

LR

Jo
SL

KS

Cs

SC

Total

Number of Errors (80 Strings PerTalker)

Variable Length Strings Known Length Strings

lOS
40 0
21 2
00 2
10 6
20 0
01 4
9 2 14

Ins
30 0
21 2

01 2
20 5
20 0
03 4
9 5 13

2 3 4 5 Sum

01 0 0 I

01 0 2 3
00 1 1 2

12 2 2 7

00 1 0 1

03 3 I 7

1 7 7 6 21
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TABLE II
SPEAKER-DEPENDENT RECOGNIZER—ONE TEMPLATE PER WORD

REDUCED LEVEL-BUILDING ALGORITHM RESULTS:

= , R2 6, 15, ÔEND 4, MT= 1.4, TMIN = 3.0, TMAX = 0.6

Talker 2 3

Number of Errors

Variable Length Strings

4 5 Sum

(80 Strings Per Talker)

Known Length Strings

2 3 4 5 Sum

02 0 0 2

I D S
300LR 03 0 0 3

JO 01 1 I 3 00 I 1 2 102
SL 01 0 1 2 00 0 1 I 101
KS 02 2 2 6 02 2 2 6 204
CS 20 1 0 3 00 1 0 1 300
SC 04 2 0 6 04 2 0 6

0 8 6 4 18

024
10 2 11Total 2 11 6 4 23

7 -33 25 .28

274'25C• •26 .28\2.<265.
•28 •264.

• •30

2-
VARIABLE STRING LENGTH

1-
I I0

7 -30

6-

0.22)5-
4 -

3 - •25

2-
- KNOWN STRING LENGTH

I I I I

api

MT, TMIN, and TMAX were chosen to be large enough to rep-
resent the level-building algorithm with no range reduction.

The results of Table IA show significantly better perfor-
mance for strings of length 2, than for strings of length 3,4, or
5 digits Also, it is seen that the number of insertions 9 was 0 1 2 3 4 5 6 7
quite a bit larger than the number of deletions, 2, indicating
a bias in the method for inserting short digits notably 2 and

•
8, into longer strings.

The results shown in Table lB are for the "reduced" level-

Fig. 13. Contour plots of the number of string errors as a function of
R and R for the speaker-trained recognizer for both variable- and
knwn-lengti strings.

building algorithm with a reasonable operating point, i.e., point" used to give the results of Table II. Fig. 13 shows the
finite values of e, MT, and TMIN and TMAX. Based on exten-
sive experimentation, values chosen were e = 15, MT = 1.4,

results of varying Rj and 6R2 (keeping all other parameter
values fixed). A distinct minimum string error rate is obtained

TMjN = 3.0, and TMAX = 0.7. It is seen that a slight increase
occurs in the number of string errors (from 25 to 27) for van-
able length strings. This increase in error rate is compensated
by a decrease in computation of about 2 to 1. (We will discuss

for the parameters 6Ri = 4, R2 = 6, with small increases in
error rate obtained for different values of these parameters.
The importance of using the (6R R2) parameters is seen in
this figure, as fairly significant values are used to give the low

computational issues later.) string error rate. Hence, the ability to eliminate up to ten

B. Speaker-Trained Reconizer—One Template per Word
frames of each reference pattern is an essential factor in the
level-building algorithm.

As mentioned previously, a second speaker-trained template Fig. 14 shows the effects of varying SRi' and R2 on the
set was created from the two casual replications of each digit number of string insertions, deletions, and substitutions. It
by dynamically time warping the pair of replications to each can be seen that the number of insertions and deletions is rela-
other, and averaging frames of autocorrelation coefficients tively insensitive to values of (öRi, R2); however, the number
(that have been time aligned) if the overall DTW distance was of digit substitutions is greatly dependent on values of (6R1,
below a preset threshold. Otherwise, the shorter of the two oR2), thereby accounting for the values used at the operating
reference tokens was used as the template. This reduced num- point.
ber of templates has been shown to perform as well as the non- Fig. 15 shows the effects of varying C,MT, and 0END on the
reduced template set for isolated word recognition by Rabiner number of string errors. (Each parameter is varied indepen-
and Wilpon [18]. dently of all other parameters.) All three parts of this figure

The results of using the redUced template set in the level- show an interesting phenomenon, namely, that a finite opti-
building connected digit recognizer are given in Table II and mum value of the parameter exists which minimizes string
Figs. 13—15. Table II shows that for variable length strings, a error rates. For example, e = 15 gives a lower error rate than
total of 23 string errors were made (i.e., two fewer than for either e = 12 or 20. A value of MT of 1.4 gives the lowest
the two template per word set of Table I, and for known- error rate, while 0END = 4 gives the best performance.
length strings a total of 18 string errors were made (i.e., two The results of this section show that a single template per
more than for the two template per word set). The distribu- digit in the level-building system is adequate for achieving
tion of errors among talkers, and string lengths, and the num- recognition performance comparable to that obtained from
ber of insertions, deletions, and substitutions remained more two templates per word for a speaker-trained system. Fur-
or less the same as for the earlier results. thermore, no degradation in recognition accuracy was ob-

Figs. 13—15 show the effects of varying the parameters of tamed by using finite values of all parameters of the level-
the level building DTW algorithm around the "operating building algorithm; in fact, a small improvement was obtained.
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TABLE III
SPEAKER-INDEPENDENT RECOGNIZER—12 TEMPLATES PER WORD

REDUCED LEVEL-BUILDING ALGORITHM REsULTs:

= 0, ö = 3, 20, ÔEND = 4, Mr = 1.4, TMDt = 5.0, TMAX 0.7

.12,13

811

SUBSTITUTIONS
7

1t
•19

I I I I I I I01234567
8R1

Fig. 14. Contour plots of the number of insertions, deletions, and sub-
stitutions, as a function of 6R1 and R2 for the speaker-trained
recogmzer.

Talker 2 3

Number of Errors

Variable Length Strings

4 5 Sum

(80 Strings Per Talker)

Known Length Strings

2 3 4 5 Sum I D S
10 0LR 01 0 0 1 01 0 0 1

JG 22 2 1 7 21 2 1 6 10 7
SL 00 2 1 3 00 2 1 3 0.0 3
KS 01 2 0 3 01 2 0 3 10 2
CS 11 1 2 5 10 0 2 3 30 2
SC 01 1 1 3 00 0 1 I 11 1

71 15Total 36 8 S 22 33 6 5 17

KNOWN STRING LENGTH

.18

20 .20

19 .21

23 22 123 I

0 1 2 3

Fig. 16. Contour plots of the number of string errors as a function of
and 6R2 for the speaker-independent recognizer for variable and

known length strings.

the total number of string errors was 22, and for known length
strings the number of string errors dropped to 17. Again, the
performance was better on shorter strings than on longer
strings; however, the differences in performance were smaller
than for the speaker trained results of Tables I and II. The op-
erating point, from which the results of Table III were mea
sured, was

Rj°' R23' e=20, END4' MT1.4,

INSERTIONS (a)

(b)8
- .4

DELETIONS

f.2.2 •2

7
6
5
4
3
2

0

7
6
5
4

BR2 3
2

7
6

h2
VARIABLE STRING LENGTH

(a)

4

3

BR2 2

4

3

8R2 2

60

40

20 -

11)

0
w
(2

40

STRING LENGTH

9 1E 10 20

(b) (c)

VARIABLE STRING '.ØRIABLE STRING LENGTH

11 12 2'0)O 4
BEND1.4

MT

Fig. 15. Plots of the number of string errors versus e, MT, and 6END
for the speaker-trained recognizer.

C. Speaker-Independent Recognizer—12 Templates Per Word

The results of the recognition tests using speaker-indepen-
dent templates with a KNN = 2 rule are given in Table III and
Figs. 16—19. As seen in Table III, for variable length strings

TMIN = 5.0, TMAX = 0.7.

This optimum operating point differed from that of the
speaker dependent system primarily in one set of parameters—
namely (R1 R2). To illustrate this point further, Figs. 16
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17

SUBSTITUTIONS
•16

8
R2 2 •16

8R1

Fig. 17. Contour plots of the number of insertions, deletions, and sub-
stitutions, as a function of '5R1 and for the speaker-independent
recognizer.

and 17 show plots of string error rate (Fig. 16) and the num-
ber of insertions, deletions, and substitutions (Fig. 17) as a
function of 5R1 and A distinct optimum performance is
obtained for = 0, 6R2 = 3, with smaller increases in the
number of string errors as 6R1 and/or 8R2 were varied away
from this point. As seen in Fig. 17, a tradeoff exists between
the number of deletions (which favors larger values of
and the number of substitutions (which favors smaller values
of 6R2). Again, the number of insertions is relatively insensi-
tive to values of 8R1 and

An important question posed by these results is why we
have the discrepancy between the optimum (6R1 = , 8R2 = 6)
for the speaker-dependent case (one template per word), and
the optimum (8R1 = o, 82 = 3) for the speaker-independent
case. One simple explanation is that the use of the (8R1 6R2)
parameters allows shortening of reference templates to better
match the reduced length of words spoken in isolation. For
the speaker-dependent case, a fair amount of shortening is re-
quired, and can only be achieved in this manner. For the
speaker-independent runs, however, there is a large degree of
duration variability in the templates themselves (due to the
different talkers in the training set); hence, no extra variability
is necessary (or desirable) for matching isolated digits to con-
nected digit sequences.

Figs. 18 and 19 show the effects of variation in the parame-
ters 5END' MT, e, and TMIN and TMAx, on the overall string
error rate for the speaker-independent case. As in the speaker-
dependent case, finite optimum values of 6END = 4,MT = 1.4,
e = 20, TMIN = 5.0, TMAX = 0.7 are found to yield the lowest
error scores. The values of these parameters are essentially the
same as those found for the speaker-dependent case, with the

II I I I

Fig. 18. Plots of the number of string errors versus e, Mp, and IS
for the speaker-independent recognizer.

exception of TM IN' which had to be raised slightly to a value
of 5.0 to account for several strings which matched poorly
over the first couple of frames.

The results given here show that the performance of the
level-building algorithm on a connected digit recognition task
is extremely good for both a single-template per word speaker
trained system, and a 12 template per word speaker-indepen-
dent system. The overall performance results are summarized
in Table IV which shows string and word error rates (in per-
cent), where a word error is a substitution error, and a break-
down by talker of the string errors.

D. Effects of Nonnalized Length Templates and
Test Utterances

In earlier work on isolated word recognition, it was shown
that the best performance was obtained by normalizing the
length of the reference and/or test patterns prior to the DTW
time alignment [18] , [19]. To see whether such ideas were

SPEAKER INDEPENDENT RESULTS

47
7

INSERTIONS

8R2 2

I S

2 5 4
8R1

(a)

DELETIONS

30 SPEAKER INDEPENDENT RESULTS

STRING LENGTH

KNOWN STRING LENGTH

4 10

8END

(b)

1RIABLE
STRING LENGTh

-
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0,
0
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0z
I—
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Ii.0
144

z
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(a)

VARIABLE LENGTH STRINGS

•22

10

TUIN

5
TMIN

4

3

(b)

KNOWN LENGTH STRINGS

0.5 06 0.7

(67
0.5 0.6 07

TMAX

Fig. 19. Contour plots of the number of string errors as a function of
TMIN and TMAX for the speaker-independent recognizer for variable
and known length strings.

TABLE IV
CONNECTED DIGIT RECOGNITION SCORES

A. Six TALKERS—THREE MALE, THREE FEMALE; 80 STRINGS PER TALKER;
20 EACH OF LENGTH 2, 3, 4, 5 DIGITs; BALANCED DIGITS WITHIN STRINGS

B. NUMBER OF STRING ERRORS

'I

STRING ERROR WORD ERROR STRING ERROR
RATE RATE RATE.KNOWNLENGTFI

I I

9.0

8.0

7.0 -

(/)

6.0
w

z
5.0

U-0
1%
Ui

z
8.

3Q.

2.0

1.0

—

F1 F2 0.5 0.67 0.75 0.87 1.0 1.2
LENGTH REDUCTION

Fig. 20. Plot of the effect of template length reduction on relative
string error rate for the speaker-trained recognizer.

the number of string errors with no length reduction. Also
shown are two points labeled F1 and F2) for fixed duration
templates, where F1 is templates whose lengths are normalized
on a per-speaker basis, and F2 is templates whose lengths are
normalized on an overall basis. The results in Fig. 20 show
that any form of length normalization of the templates alone
(i.e., with no normalization of the test pattern) increases the
error rate of the system. In fact, the only real improvement in
performance was obtained for five-digit sequences with a
length reduction of 0.87. All other test sequences showed de-
graded performance.

Based on the above result, a second length normalization test
was made. However, this time both the test and reference pat-
terns were length normalized. (For the test pattern, a priori
knowledge of the number of digits was required for proper
normalization. Hence, the results given here are essentially an
overbound on performance). For this case five fewer string
errors occurred. This improvement is substantial, and its im-
plication is that length normalization of both reference and
test patterns can have a major impact on the performance of
the connected digit recognizer.

E. Computational Considerations in the Reduced Level-
Building Recognizer

As discussed earlier, the variables of the "reduced" level-
building algorithm account for both increased flexibility (i.e.,
accuracy in recognizing strings) and for decreased computa-
tion. The way in which the reduced computation is obtained

SPEAKER

TRAINED

)Singk Templo1 P,r Word)

4.8% 0.7% - 3.8%

SPEAKER
,.
INDEPENDENT

112 TonpIotor Por Word)

4.6% 0.9% 3.5%

SPEAKER SPEAKER
TALKER TRAINED INDEPENDENT

LR(M) 3 1

JO)M) 3 7
SLIM) 2 5
KS(F) 6 5
cS)E) 3 5
SC(F) 6 3

of practical utility in a connected digit recognizer, we per-
formed a series of tests whereby the length of the reference
patterns (for the 1 template per word speaker-trained system)
were linearly warped to either a percentage of their actual
length or to a fixed average length. For the normalization to a
percentage of their normal length, we considered using the fol-
lowing percentages: 120 percent, 100 percent, 87 percent,
75 percent, 67 percent, and 50 percent. For fixed length nor-
malizations we used both a per talker average length and an
overall average length.

Fig. 20 shows the results of the recognition tests with length-
adjusted templates. Plotted in this figure is a curve of the ratio
of the number of string errors at the given length reduction to
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1,1 125 14 2.0
MT

(c)

TTT
1.0 ao 30 4.0 0
0.5 0.6 07 0.8 09

TMIN' TUAX

Fig. 21. Plots of relative computation time versus e, Mr', and TMIN,
TMAX.

is in the reduction of the size of the region searched to find
the best dynamic warping path for each reference template.
Fig. 21 illustrates the amounts of computation reduction
achieved by using finite values of the parameters e, M, and
TMIN, TMAX. For each of these plots, the computation at the
operating point c= lS,MT 1.4, and (TMIN, TMAX) = (3.0,
0.7) is normalized to 1.0, and the reduction (or increase) in
computation is shown relative to this value. For the e param-
eter, a reduction of about 30 percent in computation is
achieved as compared to e = oo; for the MT parameter, a reduc-
tion of about 45 percent in computation is achieved; and for
the (TMIN, TMAX) set, a reduction of about 22 percent in
computation is achieved. By combining all three computa-
tional reduction methods, the overall computation at the oper-
ating point is reduced by a factor of about 2.1 (i.e., slightly
more than a 2-to-i reduction in computation). As shown
earlier, this computational reduction is achieved without in-
creasing the string error rate at all.

IV. DISCUSSION

The results given in the previous section demonstrate the
accuracy and flexibility of a connected word recognizer based
on a level-building DTW algorithm. Although the results pre-
sented are encouraging, they also point out the inherent limita-
tions of recognizing connected words based on isolated word
templates. One such limitation is the effect of coarticulation
on the results. Clearly, the techniques used to minimize this
effect, namely, skipping over frames at the beginning and end
of reference patterns, is at best a partial solution to this per-
vasive problem. More realistically, some form of parameter
smoothing at the boundary is necessary to model the physical
manifestations of word coarticulation. Another problem with

the method concerns the insertion (and deletion) problems as-
sociated with the shorter words in the vocabulary. For ex-
ample, the digit 8 is often inserted in a sequence like 32. by
matching the end of the 3 and the beginning of the 2. Perhaps
the only reliable solution to these problems is to impose syn-
tactical constraints on the strings so as to be able to detect
(and possibly correct) incorrect strings.

Several important observations can be made about the over-
all string recognizer. First, we have shown the importance of
optimizing the parameters of the level-building algorithm in
terms of both recognition accuracy and speed of implementa-
tion. It was shown that the effects of several of the param-
eters were identical for both the speaker-trained and the
speaker-independent system. However, some of the level
building parameters, notably the for the reference tem-
plates, were optimized differently for the speaker-trained and
speaker-independent systems. This result illustrated the in-
herent variability built into the speaker-independent templates,
and the lack of it for the speaker-trained system.

Another hnportant observation concerned the effects of
length normalization on the performance of the system. It
was shown that, when the length of the test and reference pat-
terns were appropriately normalized, the performance of the
system improved a fair amount. Such length normalization
can only be applied to the test pattern when the number of
words in the string is known. Hence, for the most general sys-
tems, this technique is of little value. However, it does point
out the importance of matching test and reference lengths in
connected word recognition.

Lastly it is worthwhile comparing the performance of the
level-building digit recognizer with previous digit recognizers,
notably those of Sakoe [13] and Rabiner and Schmidt [141.
For a direct comparison, the work of Rabiner and Schmidt is
most relevant, since the identical set of training and testing
data was used in both systems. On a string accuracy basis, the
level-building algorithm yields an accuracy improvement of
about 2 percent for the speaker-trained system, and about 5
percent for the speaker-independent system. These improve-
ments are significant and indicate the gains that are achieved
by the level-building approach, since the level-building ap-
proach has been shown to be as efficient as the sampling ap-
proach [16]. In comparison to Sakoe, the string accuracy is
somewhat lower. However, Sakoe used Japanese digits, over a
high quality microphone, with a speaker-trained system [13].
The differences in test conditions account for the differences
in accuracy scores, since earlier work has shown that the level-
building algorithm in its full form is simply a more efficient
implementation of the 2-level DP matching algorithm [161,
and the increased flexibility of the reduced level-building ap-
proach only aids its performance. Thus, the results presented
represent the state of the art based on DTW algorithm match-
ing techniques using isolated word reference templates.

V. SUMMARY

We have presented a new approach to connected word rec-
ognition based on a level-building DTW algorithm. Experi-
ments in connected digit recognition have shown the resulting
recognition system to be accurate and efficient. The inherent
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flexibility of the method allows the user to optimize values of
several parameters of the level-building DTW algorithm to
maximize the performance of the overall system. In digit rec-
ognition experiments over dialed-up telephone lines, string
recognition accuracies of about 95-96 percent were obtained
for variable length strings for both speaker-trained and speaker-
independent systems.

REFERENCES

Cory S. Myers (S'78), for a photograph and biography, see p. 297 of
the April 1981 issue of this TRANSACTIONS.


