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�I.	Executive Summary



In February 1997, over 40 researchers in the computing, social, behavioral, organizational, information, and engineering sciences gathered for a workshop sponsored by the National Science Foundation.  The topic of the workshop was “Human-Centered Systems: Information, Interactivity, and Intelligence,” and the goal of the workshop was to define this emerging multidisciplinary field and articulate research, educational, and infrastructure needs to support work in this area.  In this Executive Summary, the definition, research directions, and some debates in Human-Centered Systems are summarized.



Motivation:  Why Support Human-Centered Systems Research?



The concept of “human-centered systems,” as elaborated below, represents a significant shift in thinking about information technology:  A shift that embraces human activity, technological advances, and the interplay between human activity and technological systems as inextricably linked and equally important aspects of analysis, design, and evaluation. Human-centered systems have vast potential to alleviate problems of information overload

and complexity in computer software, to increase the effectiveness of computer technology in communities and the public sector by making computers easier to use by ordinary people, and to enhance the ability of distant individuals and groups to work together using computer support.  Research in human-centered systems also advances basic scientific knowledge

in such areas as distributed cognition, speech, and social systems, in disciplines ranging from linguistics to psychology and computer science.  In an era of unprecedented technological change and growth, basic scientific research is crucial to design appropriate interventions into complex human social systems and to analyze and evaluate the effects of such interventions.



Definition and Research Directions



A system is defined as an agglomeration of interacting, interdependent components which used in combination accomplish an activity that no one component can perform alone.  In this report, we focus primarily on information, communication, and distributed knowledge systems.  A human-centered system aims to serve human activity.  It is one that incorporates explicitly human (e.g., perceptual, motor, cognitive, and social) ramifications as components of design.



Advances in information technology, computing, knowledge representation, learning, communications, and the behavioral and social sciences, taken together, offer unprecedented new opportunities for the design of human-centered systems that can support creative knowledge work (e.g., planning, decision making, knowledge creation and dissemination). Such work is often collaborative, with participants physically separated.  It often depends upon distributed resources of computing and data, making networked communications (with dynamic control and allocation of capacities) an essential central infrastructure in distributed computing.



Human-centered systems employ computing technology as a tool for the human user, not as a substitute; the human is the ultimate authority for control and the technology is employed to expand human capabilities and intellect.  But to accomplish desired knowledge-intensive tasks, the human must interact with machine components of the system and with other humans.  The computing environment and the network become the mediator and facilitator

for this interaction.  The opportunity arises for extending human intellect through capabilities of the technological system.  This system must be tolerant and adaptive enough to accommodate users having a wide range of skills and competence, and to use human-machine communication technologies that are, as yet, imperfect.



The human-machine interface enables users to acquire information, explore alternatives, execute plans, and monitor results.  Making a high bandwidth interface that presents data rapidly in a form that facilitates human decision making is the central challenge.  The sensory modalities of sight, sound, and touch are major channels for the human (senses of smell and

taste being less utilized in most information management tasks).  Integration of these modalities can support human judgment, but the technologies for sight (visual presentation, spatial organization, gesture, gaze tracking, image recognition), sound (speech recognition,

text-to-speech synthesis, speech store-and-forward, non-speech audio), and touch (manual gesture, two-handed input, grasp, force feedback) are incompletely developed.  Development of multimodal interfaces is therefore a central concern of human-centered systems.



Today, we have the possibility to reach far beyond traditional notions of communication and interaction as commonly practiced among humans.  We are moving towards an era of ubiquitous computing (anyone, anytime, any place, anywhere).  We must provide effective means for humans to generate new creative environments and knowledge/communication infrastructures that support activities that were not possible before (e.g., Web-based education, electronic commerce, virtual travel).  Thus, key topics for research include knowledge representation and exchange, interaction with a sea of unstructured information, ability to cope with ambiguity and uncertainty, adaptive environments, learning, user and organizational models, collaborative environments, data visualization, summarization and

presentation, universal access to complex hybrid digital libraries, and distributed knowledge networks.  Communication network issues, including standards, accessibility, and dynamic resource allocation methods, also are a part of the picture.



Advancing the understanding of human-centered systems requires several other things.  A science of design is needed; that is, design methodologies in which the unit of analysis is the joint human-machine system, where particular attention is paid to the ways in which technological change transforms cognitive and collaborative activities in a field of practice.

It is insufficient to study and model people in isolation from technology or technology disconnected from a field of human activity.  Both perspectives are needed in a fundamentally integrated way.  An implication of this view is the centrality of field work to provide real data on real activity in real contexts.  A related issue is metrics:  how can we measure what is happening in a distributed cognitive system in a meaningful way?  Simple quantitative measures such as time to solution, cost, and so on can provide some insights but are insufficient alone.  A worthy alternative is rich cognitive simulation studies that are grounded in context and relevant to real problem-solving tasks.



Collaborative knowledge work pervades most sectors of national concern.  Included are health care, environmental sciences, education (both knowledge propagation [teaching] and knowledge creation [research]), transportation, communication, and basic human needs of food, clothing, and shelter.  In each of these sectors, human creativity is advancing the frontiers of understanding and implementation.  And, in each sector, human-centered systems have contributions to make.  The benefits are not only immediate economic ones, with productivity gains in traditional human activities, but they include significant advances in the quality of life for our nation, and ultimately the world.  Sustained support of programmatic research in human-centered systems will stimulate these advances.



Four Organizing Themes



At their November 1996 meeting, the HCS Workshop Steering Committee identified four themes that became the foci of discussion for the Break-Out Groups (BOGs).  These themes are:



Information Organization and Context, including issues of data visualization, modeling, information retrieval, search and filtering, coping with data overload, and how to make   sense in a data-rich world

Communication and Collaboration, including issues of sharing information, workflow, and collaborative virtual environments

Human-Centered Design, including methodological issues

Social Informatics, including social, organizational, and societal impacts of computing



These themes are highlighted in Figure 1 below.
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Figure 1. Organizing themes of the Human-Centered Systems Workshop.









Differences and Debates



During the workshop itself, and as also evidenced in individual position papers and BOG reports, workshop participants had some differences of terminology and opinions on issues. Some of these differences are summarized here:



The term “system” was used in different ways: the technological system of software and hardware, the human-machine system , the social system of relationships and commitments among people.



“Human-centered systems” was used to refer both a process of design (taking into account human activity, the context of use) and to qualities of the technological products of that design process (e.g., flexible, intelligible software systems).  To some, “human-centered” was also an ethical and philosophical position.



In the workshop, there were multiple interpretations of what human-centered means. Break Out Group (BOG) 3 articulated the various currents as several wide interpretations versus a strong view of human-centered systems.  In the strong view of human-centered systems, design is grounded in the goals and activities of people in real world situations:  human centered design is problem-driven, activity-centered, and context-bound.  These criteria would seem to be a part of all design activity:  all designers make assumptions about user problems, activities, and the context of use.  The strong view says that human-centered research and design makes these explicit, based on empirical results, and models how technological artifacts influence them.



Intelligent systems was also the subject of vigorous discussion.  Intelligent systems provide several potentially useful technologies for human-centered systems.  For example, they might serve human operators by reducing effort in entering and receiving information from machines (e.g., using text to speech transcription and interpreting natural language communication), perform information filtering from unstructured databases, facilitate information extraction, fuse multimodal data streams, execute high-level instructions (e.g., using agent technologies for computer-assisted medical procedures), monitor and track errors in operating complex systems, provide decision tools to cope with uncertainty and interpretation of noisy or poorly understood scientific and technical data, provide advanced modeling capabilities for user and environment modeling (e.g., Bayesian networks), help achieve more effective resource utilization in networked environments, and provide ontological knowledge bases to support information retrieval, education, and other knowledge intensive tasks.



In the framework of a human-centered methodology, intelligent systems technology must be properly “tamed” and designed to serve the human operator(s) in the most effective and safe manner that incorporates a deeper understanding of the needs, capabilities, and limitations of human operators when using advanced technology in specific contexts and applications.





Other items for discussion included (1) conceptualizing intelligent systems as “team players” in joint human-machine interaction, (2) incorporating affective components into models of intelligence in addition to perceptual, cognitive, and motor processes, and (3) issues of trust between humans and intelligent machines (also see Point (6) below on anthropomorphizing

technology).



A set of questions and tradeoffs arose about modeling.  Positions included (1) the goal of modeling should be to provide a valid (and not necessarily quantitative) explanation of the phenomena in question, (2) models of activity, rather than generative mechanisms of cognition and performance, are needed, (3) models should be generalizable and reusable across contexts, but yet must stay grounded in the contexts in which they were built, and (4) modeling and representation activities are always political and have political/ideological consequences for the technologies that depend upon these models.



Anthropomorphizing computational technology:  Some researchers argued against this because of empirical research results and consistent historical rejection by users, while others explore building believable agents that incorporate affective components.



Recommendations:  Partial List



A summary of recommendations to the National Science Foundation are as follows (see the full list of recommendations on pages 17-20).  By “collaboratory” we mean a network of people and computing technology that is organized around a substantive problem area and includes digital library, communication, and domain-specific tool technologies.



Sustained programmatic effort in Human-Centered Systems.



Establishment of a Human-Centered Systems Collaboratory to drive research and education and provide infrastructure for the HCS community.  For example, such a collaboratory could support HCS researchers and educators by providing (1) a rich digital library of case studies and data, (2) information brokerage services to support distributed courseware development, and (3) an organized set of downloadable software demonstrations that illustrate HCS principles in context.



Establishment of HCS collaboratories organized around critical societal issues (e.g., health care, education, and other applications described later in this report).



An HCS Visiting Scholar Program that brings together diverse disciplines for a common purpose in HCS research.



More focused HCS workshops (e.g., information in context, collaboration, HCS design, and social informatics).



Establishment of HCS testbeds (e.g., standard packages of images for image search experiments).

HCS competitions, modeled after TREC efforts on retrieval systems.



Critical Research Initiative on metrics and evaluation of HCS, with particular emphasis on longitudinal, multidisciplinary studies of co-evolution of the social and technological systems over time.



HCS research grants therefore need to be of relatively long duration; e.g. 5-8 years.



Capitalize upon and work with emerging technologies (e.g., high speed networking and digital multimedia (e.g., Internet 2, VBNS, PACIs)).



II.	Overview of Workshop



The Committee on Computing, Information, and Communication of the National Science and Technology Council has identified five components for a High Performance Computing Program, of which one is Human-Centered Systems.  Discussions between members of the NSF CISE Directorate, in particular, Y.T. Chien, John Cherniavsky, Gary Strong, and Howard Moraff, and Thomas Huang of the University of Illinois at Urbana-Champaign gave rise to the idea of organizing a Workshop on this topic.  Thomas Huang from the University of Illinois at Urbana-Champaign and James Flanagan from Rutgers University co-organized and co-chaired the Workshop.  The Workshop Steering Committee met in November 1996 to organize the workshop.



A.	The HCS Steering Committee was:



James Flanagan, Rutgers University

Thomas Huang, University of Illinois at Urbana-Champaign

Patricia Jones, University of Illinois at Urbana-Champaign

Simon Kasif, University of Illinois at Chicago

Sara Kiesler, Carnegie Mellon University

Rob Kling, Indiana University

Michael Lesk, Bellcore

George McConkie, University of Illinois at Urbana-Champaign

Jennifer Quirk, University of Illinois at Urbana-Champaign

S. Leigh Star, University of Illinois at Urbana-Champaign

Gio Wiederhold, Stanford University

Terry Winograd, Stanford University

David Woods, Ohio State University



The workshop was hosted by the Beckman Institute for Advanced Science and Technology, University of Illinois at Urbana-Champaign at the Crystal Gateway Mariott Hotel, Arlington, VA, on February 17-19, 1997.









B.	Participants



The workshop was organized into four breakout groups (BOGs) with invited participants as follows.  Each participant wrote a position paper that was distributed electronically to all other Workshop attendees before the meeting.



BOG1:  Information Organization and Context



Co-Leaders:   Michael Lesk, Bellcore (lesk@bellcore.com) and Gio Wiederhold, Stanford University (gio@cs.stanford.edu)



Dan Atkins, University of Michigan (atkins@umich.edu)

Jack Breese, Microsoft (breese@microsoft.com)

Bruce Croft, University of Massachusetts (croft@cs.umass.edu)

Jim Foley, Mitsubishi Electronics Research Laboratory (foley@merl.com)

Jim Hollan, University of New Mexico (hollan@cs.unm.edu)

Tom Huang, University of Illinois at Urbana-Champaign (huang@ifp.uiuc.edu)

Susanne Humphrey, National Library of Medicine (humphrey@nlm.nih.gov)

Takeo Kanade, Carnegie Mellon University (kanade@cs.cmu.edu)

Joseph Mariani, Limsi-CNRS, France (mariani@limsi.fr)

Larry Rosenblum, Naval Research Laboratory (rosenblum@ait.nrl.navy.mil)

Ben Shneiderman, University of Maryland (ben@cs.umd.edu)

Terry Smith, University of California, Santa Barbara (smithtr@cs.ucsb.edu)

Peter Stucki, University of Zurich (stucki@ifi.unizh.ch)

Alex Waibel, Carnegie Mellon University (ahw@cs.cmu.edu)



BOG2:  Communication and Collaboration



Co-Leaders:   Patricia Jones, University of Illinois at Urbana-Champaign �(p-jones5@uiuc.edu) and Simon Kasif, University of Illinois at Chicago (kasif@eecs.uic.edu)



Mark Ackerman, University of California, Irvine (ackerman@uci.edu)

Russ Altman, Stanford University (altman@smi.stanford.edu)

Tom DeFanti, University of Illinois at Chicago (defanti@ncsa.uiuc.edu)

Prasun Dewan, University of North Carolina, Chapel Hill (dewan@cs.unc.edu)

Susan Dumais, Bellcore (dumais@bellcore.com)

Jim Flanagan, Rutgers University (jlf@caip.rutgers.edu)

B. H. Juang, Bell Laboratories - Lucent Technologies (bhj@research.bell-labs.com)

Charles Judice, Kodak (cnjudice@kodak.com)

Candace Kamm, AT&T (cak@research.att.com)

Gary Olson, University of Michigan (gmo@umich.edu)

Rosalind Picard, Massachusetts Institute of Technology (picard@media.mit.edu)

Lawrence Rabiner, AT&T (rabiner@research.att.com)

Emilie Roth, Westinghouse (emr@isdsa.pgh.wec.com)

Avi Silberschatz, Bell Laboratories - Lucent Technologies (avi@bell-labs.com)

BOG3:  Human-Centered Design



Co-Leaders:  Terry Winograd, Stanford University (winograd@cs.stanford.edu ) and David Woods, Ohio State University (woods@csel.eng.ohio-state.edu)



Veronique De Keyser, University of Liege, Belgium (vdekeyser@ulg.ac.be)

Pelle Ehn, Linkoping University, Sweden (pelle_ehn@hermes.ics.lu.se)

Gerhard Fischer, University of Colorado, Boulder (gerhard@cs.colorado.edu)

Oscar Garcia, Wright State University (ogarcia@cs.wright.edu)

Jonathan Grudin, University of California, Irvine (grudin@ics.uci.edu)

Matthew Holloway, Netscape (holloway@netscape.com)

Robin Jeffries, Sun (jeffries@engr.sun.com)

George McConkie, University of Illinois at Urbana-Champaign (gmcconk@uiuc.edu)

Jim Miller, Apple (jmiller@apple.com)

Joy Mountford, Interval Research (mountford@interval.com)



BOG4:  Organization and Social Analysis (Social Informatics)



Co-Leaders:   Rob Kling, Indiana University (Kling@indiana.edu) and S. Leigh Star, University of Illinois at Urbana-Champaign (s-star1@uiuc.edu)



Phil Agre, University of California, San Diego (pagre@weber.ucsd.edu)

Paul Attewell, City University of New York (pattewel@broadway.gc.cuny.edu)

Geoff Bowker, University of Illinois at Urbana-Champaign (bowker@alexia.lis.uiuc.edu)

Sara Kiesler, Carnegie Mellon University (kiesler+@andrew.cmu.edu)

Celestine Ntuen, North Carolina A&T State University (ntuen@ncat.edu)

Rick Weingarten, Computing Research Association (rick@cra.org)





Five invited plenary talks were as follows:



Charles E. Billings, Ohio State University, “Issues Concerning Human-Centered Intelligent Systems:  What’s ‘human-centered’ and what’s the problem?”



Bernard M. Corona, Army Research Laboratory, “Army Research Efforts in Human-Centered Design”



Joseph Mariani, Limsi-CNRS, France, “Spoken Language Processing and Multimodal Communication:  A View from Europe”



Ryohei Nakatsu, ATR, Japan, “Integration of Art and Technology for Realizing Human-like Computer Agents”



Lawrence Rabiner, AT&T, “The Role of Speech Processing in Human-Computer Intelligent Interactions”



Government Observers

Also attending the workshop were a number of observers from the following government agencies:



National Science Foundation:  John Cherniavsky, Y. T. Chien, Les Gasser, Steve Griffin, Juris Hartmanis, Rachelle Hollander, Howard Moraff, Larry Reeker, Nora Sabelli, Larry Scadden, Gary Strong, Maria Zemankova



Defense Advanced Research Projects Agency:  Ron Larson, Kevin Mills, Allen Sears



Army Research Laboratory: Bernard Corona, Carolyn Dunmire, Mark Kindl



Office of Naval Research:  Helen Gigley



NASA Ames Research Center:  Kevin Corker



Air Force Office of Scientific Research:  John Tangney and Abraham Waksman



NASA Johnson Space Center:  Jane T. Mailin



Army Research Office:  Ming Lin



General Services Administration:  Susan Brummel





C.	Agenda



The workshop agenda was as follows:



Sunday, February 16, 1997



7:00 - 9:00pm  Reception



Monday, February 17, 1997



7:30 - 8:30am  Breakfast



8:30 - 9:00am   Introductory remarks, Y. T. Chien and Gary Strong, National Science Foundation



9:00 - 9:15am  Introductory remarks, Tom Huang, UIUC and Jim Flanagan, Rutgers



9:15 - 10:15am  Scope of and charges to Breakout Groups, BOG leaders



10:15 - 10:30am  Break



10:30 - 11:30am  Plenary talk, C. Billings, Ohio State University



11:30 - 12:30pm  Plenary talk, L. Rabiner, AT&T



12:30 - 1:30pm  Lunch



1:30 - 3:30pm  BOG meetings



3:30 - 4:30pm  Break



3:45 - 5:30pm  BOG meetings



6:30 - 8:30pm  Banquet with Plenary talk, Bernard Corona, Army Research Laboratory



Tuesday, February 18, 1997



7:30 - 8:30am  Breakfast



8:30 - 10:30am  Plenary meeting: Reports from BOG leaders and discussion



10:30 - 10:45am  Break



10:45 - 11:35am  Plenary talk, R. Nakatsu, ATR, Japan



11:35 - 12:25pm  Plenary talk, J. Mariani, Limsi-CNRS, France



12:25 - 1:30pm  Lunch



1:30 - 3:30pm  BOG meetings



3:30 - 3:45pm  Break



3:45 - 5:30pm  BOG meetings and drafting of reports



Wednesday, February 19, 1997



7:30 - 8:30am  Breakfast



8:30 - 10:15am  Plenary meeting: Reports from BOG leaders and discussion



10:15 - 10:30am  Closing remarks



10:30 - 10:45am  Break



10:45 - 12:30pm  BOG meetings and drafting of reports



III.	The Challenge of Human-Centered Systems



This section summarizes discussions, BOG reports, and other interactions between Workshop participants.  It is organized as (1) importance and benefits of human-centered approaches and systems, (2) definitions of human-centered systems, (3) application domains and cross-cutting issues for research, and (4) recommendations for research directions, educational

initiatives, and infrastructure needs for a strong national human-centered systems programmatic effort.



A.	Importance and Benefits



We are experiencing unprecedented leaps in technological power which is manifested as computer speed, memory, disk capacity, miniaturization, and universally accessible networks.  These advances present unparalleled opportunities for expanding the ubiquitous use of computers in fundamental human activities such as communication, interaction, collaboration, decision making, knowledge creation and dissemination, and creative work.



However, powerful, uncommunicative technologies that cannot take interactive direction from humans make the joint human-machine system vulnerable to a variety of miscommunications, misassessments, and miscoordinations that can and have lead to failures.  Thus, human-centered systems need to fit into the context of use, uphold human authority, and be open, inspectable, and intelligible.  The number of variables that contribute to the design of human-centered systems is large, and thus controlled and measurable experiments must be performed in order to improve our ability to assess the performance of systems in the context of use.  The implications of technology in different applications must also be studied and better understood.



Therefore, while expanding the technological capability, availability, and accessibility of computer systems is essential, we must create carefully constructed infrastructures for studying and experimenting with human-centered environments.  This approach will allow us to develop a methodology of designing and engineering useful systems for individuals, groups, organizations, and society.  We see human-centered systems as an emerging discipline that combines principles from cognitive science, social science, computer science, and engineering to study the design space of systems that support and expand fundamental human activities.



B.	Characterizations of Human-Centered Systems



Each of the break-out groups discussed definitions of “human-centered” systems, research, and design and evaluation practices.  In brief, these definitions were:



To be human-centered, a [computer] system should be based on an analysis of the human tasks that the system is aiding, monitored for performance in terms of human benefits, built to take account of human skills, and adaptable easily to changing human needs.  Relevance and feedback are core issues.  Research should produce principles of how people deal with information, and how information systems can be comprehensible, predictable, reliable, and controllable.  Technological systems should act as tools and amplify the power and force of practitioners.



To be human-centered, a technological system should support actual practice effectively, be flexible, adaptive, context-sensitive, open, inspectable, engaging, enjoyable, and should be designed in a iterative and longitudinal manner.  Relevance, context, and co-evolution are core issues.  In collaborative systems, issues related to the ease with which participants can share information, engage in coordinative ‘articulation work’, and allocate tasks also define part of the agenda for human-centered systems research.



“Human-centered” research can be widely interpreted as being driven by human needs, keeping people “in the loop”, building technology that interacts somehow with people, or justified by predicted improvements in human performance, cognition, or collaboration. However, a strong interpretation is that human-centered research and design is problem-driven, activity-centered, and context-bound.  Human-centered analysis looks in detail at situated action in context yet also provides generalizations that are useful for other contexts.



Human-centered design recognizes that technology structures social relationships and takes into account the various ways in which actors and organizations are interconnected via social relationships, information flow, and decision making authority.  Human-centered research and design must address the complexity, interdependence, and social embeddedness of modern computing systems.  As such, it is necessarily holistic and ecological and is concerned with usefulness, usability, sustainability, cultural and political factors, infrastructure, and standards.  A human-centered analysis addresses the variety of concrete social situations that exist in the field of practice.



In synthesizing these collective positions, we propose the following:



Human-centered analysis, modeling, design, and evaluation is a process that is



Organized around activities and problems in a particular context of  practice that looks explicitly at a variety of concrete situations



Examines perceptual, cognitive, motor, social, organizational, and cultural aspects and skills of humans in the context of activity and explicitly takes those into account in analysis, design, and evaluation



Participatory, longitudinal, and evolutionary.  That is, the community of practitioners participates actively in the design process, and over time both communities of designers and practitioners, as well as the technological artifacts themselves, evolve.  Longitudinal evaluation of the mutual appropriation between the community of practice and the designed artifacts are important: that is, it is important to look at how people adapt to technology and how technology invites certain kinds of human activities.



Multi-leveled (individual, group, organization, society)

Includes consideration of ethics, values, sustainability

Includes consideration of infrastructure and standards



Technological systems (e.g., software, hardware) are outcomes of, and embedded in, this process.  Some design criteria for effective human-centered technological systems are:



Relevant/contextual

Useful

Usable

Sustainable

Interoperable

Scaleable

Flexible/adaptive/adaptable

Perspicuous/mutually intelligible

Open



Human-centered systems research should be driven by problems and organized around context and activity and relies also on fundamental advances in technology, design, and behavioral and social sciences.



C.	Domains and Issues



The subtitle of this workshop is Information, Interactivity, and Intelligence.  These three themes are explored briefly below in remarks that complement the remainder of this section, which summarizes issues as organized in the Break-Out Groups in the context of critical application areas.



Information in Context:  Data Overload



Coping with “information overload” is an issue because what is informative depends on context.  We have not solved the problem of helping people interpret or find relevant information in a large data set.  A human-centered approach to this question relies on understanding problem, activity, and context in the task at hand.  Privacy and security are key

issues as well.



Interactivity



Interaction involving humans and technology, whether two or more humans interacting through technology or human interaction with machines as an end in itself, is a defining feature of human-centered systems.  Interaction brings up many issues, including communication, common ground, shared information, synchronization, shared focus of attention, and awareness of others.





Intelligent Systems



A human-centered approach to intelligent systems focuses on the utilization of specific frameworks such as learning, speech and language technology, visual interfaces, and intelligent decision aids in order to create a richer, more versatile, and effective virtual environment that supports human activity.  Thus, the emphasis in this research is not on building autonomous systems that mimic humans but rather supporting human activity

using intelligent system tools subject to the constraints, goals, and principles of human-centered design.  One approach to a human-centered use of intelligent system technology focuses on how to make such systems “team players” in the context of human activity. Another approach focuses on building effective computational tools for modeling, interpreting, fusing and analyzing (mining) cognitive or social interactions such as speech,

vision, gesture, language, or collaboration.  These tools can be used to facilitate, enrich, and improve the state of the art in human-computer interaction.



Organizing Around the Four Themes of Information, Collaboration, Design, and Social Informatics



Because human-centered approaches to analysis, design, and evaluation are context-bound, organizing research efforts around domains of practice (e.g., health care, natural science, manufacturing) is necessary.  Also, we strive to have generalizable results across contexts, and thus we articulate cross-cutting classes of issues that are based on the organization of the workshop itself.  That is, these cross-cutting issues are defined as Information Science, Collaboration Science, Design Science, and Social Informatics. Information Science includes issues of multimedia representation, search and retrieval, visualization, and data mining. Collaboration Science includes issues of shared information, workflow, mutual awareness, and social information processing.  Design Science includes methodologies and methods of inquiry.  Social Informatics encompasses a range of social, organizational, cultural, and political issues.  A matrix that represents these domains and issues, with just a very few examples of research questions, is shown below in Table 1.





Table 1. A sketch of representative research issues in the context of critical application domains, organized around the four themes of the HCS workshop.

	

Application 

Domains�Information

Science�Collaboration

Science�Design Science�Social Informatics��Health Care�medical records; multimedia databases; visualization�tele-surgery; 



virtual support groups for patients�clumsy automation in the operating room and how to avoid it�privacy; 



politics of disease classification��Education�organization of 

information to support effective learning; including learning by discovery�cooperative learning; distance learning; intelligent tutoring�supporting active, authentic learning in context�classroom culture and how it changes with computing technologies��Application 

Domains�Information

Science�Collaboration

Science�Design Science�Social Informatics��Natural Sciences��(e.g., environmental science, earth science)�digital libraries of complex spatiotemporal data; visualization to support scientific reasoning�collaboratories for communication, remote control of instrumentation;



virtual communities; 



electronic journals�effective debate and interpretation of data�supporting debate; 



negotiation of meaning; 



how technologies change the nature of scientific practice��Manufacturing�heterogeneous information�concurrent engineering�computer-human integrated manufacturing�sustainability; standards; reuse��Government, law enforcement, and public policy�heterogeneous information for public decision making (e.g., budgetary, scientific, regulations)�heterogeneous groups with different agendas and languages�managing constraints, conflicting opinions, and information to make effective decisions�negotiation  among different value systems; power and authority; privacy and security��Large-scale operations (e.g., disaster relief)�spatiotemporal data, terrain , weather, political boundaries, courses of action, diplomatic protocols�distributed ad-hoc teams for coordinating activity remotely;

supporting rapid socialization and

the “relevant common picture”�time-critical information, naturalistic decision making�negotiating among diverse media (physical maps, computer systems, etc.);



authority, permissions, security, impacts (economic, health, quality of life)��Virtual organizations�coping with ill-defined emergent goals and information needs; distributed databases; electronic commerce�mutual awareness; rapid socialization�coping with activity and context in a dynamic, fluid organization�emergence of culture and community; power and authority, trust, ambiguity, competition��



D.	Recommendations



Human-centered systems are by nature multidisciplinary and thus a variety of perspectives are appropriate to make scientific advances.  Such advances rely in varying degrees on fundamental advances in technology and engineering, design, and the social and behavioral sciences.  A new science of Human-Centered Systems emerges that takes as the object of study the interaction among human, technological, material, social, and cultural systems.  In consequence, we believe the National Science Foundation should commit major investments in the following dimensions:

1.0	Research



Human-centered systems define a new area of research that is grounded in fundamental interactions between computing, engineering, and social sciences.  In particular, interaction technology draws upon cognitive science, perception, speech, language, and visual communication; collaboration technology draws upon organizational science and

collaboration science; and societal benefits can be understood with economics and social informatics.  Overarching research issues are how to cope with context and relevance and how to do appropriate and meaningful evaluation.



A sample of more specific research issues is provided below.  Many of these are described further in the BOG reports (pages 21-121) and individual position papers (pages 191-324).  Also recommended for further reading is the “Survey of the State of the Art in Human Language Technology” (http://www.cse.ogi.edu/CSLU/HLTsurvey/HLTsurvey.html).



Information, Modeling, Visualization, Multimodal Interaction



Integration of data mining and visualization

Enabling technologies: multimodal and new sensory interfaces

New environments: beyond ‘virtual reality’

Visual interaction (e.g., gesture recognition)

Better information extraction tool based on natural language technologies (e.g., taggers and parsers)

Computational markets

Integration of language and speech models to improve speech recognition and understanding

Knowledge-rich information retrieval; building information hierarchies to support relevant queries

How to know that information is ‘surprising’?  Making sense of a data-rich world

How do people deal with information?

How can we build information systems that are comprehensible, predictable, reliable, and controllable?

Supporting universal access

Perspicuous models for data integration, summarization, and visualization

Ontological information depositories

Ontologies for adaptive information systems

Supporting community building and creativity



Communication and Collaboration



HCI paradigms and metaphors: Interacting with data versus interacting with intelligent agents.  How do we define a sense of an ‘intelligent other’?  What are other metaphors for virtual environments?

Collaborative multimodal environments

Models that account for historical collective use of information

Flexible (e.g., reflective) transactions in database systems to support cooperative work

Identity, authentication, privacy representations and policies

Organizational memory

How does information get recontextualized as it moves around a distributed cognitive system?

Sharing ontologies

Schema evolution

Flexible workflow representations

Computational organizational modeling and simulation

Frameworks for evaluation of individual, group, and organizational outcomes and practices

Intelligent communication networks

Intermedia translation

Interoperability

Collaboration-aware versus collaboration-transparent applications

Computational markets (electronic commerce, virtual organizations, distributed electronic bidding, etc.)



Design Science



Methodologies for design

How to generalize from particular contexts yet stay grounded in context?

Reformulating design as experimentation and experimentation as design

Linking theory to design

Predictive dynamic models of expertise and failure as technologies and/or the field of activity changes

Measures of performance: situated, resource tradeoffs, predictive, complexity

Tools for “co-bots”



Social Informatics



New concepts of how computing fits into social and organizational processes

Reconceptualizing interoperability as both a technical and social problem

Theories of human/system complementarity for complex work

Analytic techniques that address the ‘requisite variety’ of concrete social situations

Stakeholder analysis in the human-centered system design process

Analysis and modeling of how computer systems structure social relationships

How to scale up to social sustainability

Analysis of interactions among information technologies, the material environment, and social system

Reconceptualizing design as ‘satisficing’ rather than optimal

How to gracefully extend human capabilities

Theories of distributed human-centered information systems

Theories of attentional economics

Theories of the relation between naturalistic and formal information systems

Methodological advances in combining action science, basic scientific research, and exploratory/ethnographic techniques

Theories of collective cognition and permeability of organizational boundaries

Dynamic theories of membership, stability, and technological appropriation of organizations

Theories of the effects of infrastructure and standards on human activity



2.0	Education



Multidisciplinary educational initiatives are critical to bring together students and faculty in the computing, social, behavioral, and engineering sciences.  Besides conventional approaches such as workshops, educational task force reports, and pilot multidisciplinary programs at universities, new learning technologies for telementoring, teleapprenticeship, and

collaboration can leverage the creation of new communities of HCS researchers and learners.



3.0	Infrastructure



By “collaboratory” we mean a network of people and computing technology that is organized around a substantive problem area and includes digital library, communication, and domain-specific tool technologies.



Sustained programmatic effort in Human-Centered Systems

Capitalize upon and work with advances in enabling technologies (e.g., high speed networking and digital multimedia (e.g., Internet 2, VBNS, PACIs))

Establishment of a Human-Centered Systems Collaboratory to drive research and education and provide infrastructure for the HCS community, including resources such as case study digital libraries, archives of useful HCS designs, etc.

Establishment of HCS collaboratories organized around critical societal issues (e.g., health care, education, and other applications described earlier in this report)

An HCS Visiting Scholar Program that brings together diverse disciplines for a common purpose in HCS research

More focused HCS workshops (e.g., information in context, collaboration, HCS design, and social informatics)

Establishment of HCS testbeds in situated contexts

HCS competitions, modeled after TREC efforts on retrieval systems

Critical Research Initiative on metrics and evaluation of HCS, with particular emphasis on longitudinal, multidisciplinary studies of co-evolution of the social and technological systems over time

HCS research grants therefore need to be of relatively long duration; e.g. 5-8 years.
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�1.0	Themes and Issues



The United States faces major societal and economic issues such as health care delivery, education reform, support of democratic institutions, national security, and crime prevention. Computing and information technology can help with these problems, but solutions must center around the people who deal with these problems. Too often in the past we have focused on the enabling hardware and distanced ourselves from the human aspects. We have built massive databases and high-speed networks without considering the information needed by people coping with societal problems.



The participants in this workshop were united in their belief that new research initiatives could make a difference in developing tools to enable people to address societal and economic issues by better utilizing the computational methods and the information resources we have today.  We first of all have to recognize and understand the characteristics of the gulf between our resources and a future where these resources can serve societal objectives in an effective and human-centered manner.



Well-oriented research can develop the tools needed to bridge this gulf, by shifting attention to providing information to people and improving communication between them.  These tools also need intuitive interfaces, through which people view and manipulate the information provided.  To judge the effectiveness of the tools and interfaces, potential adopters need evaluations, to assess when and how well the tools are working.



Human-centered systems involve people who are using technology to solve problems.  People should feel a sense of mastery over the problem while using the tool, not a sense of frustration. They should be able to achieve a result that satisfies them, and they should feel that they have solved the problem, not that they turned it over to a black box.  In our view, a human centered system is the result of a human centered process. To be human centered, a system should be



based on an analysis of the human tasks that the system is aiding

monitored for performance in terms of human benefits

built to take account of human skills

adaptable easily to changing human needs



To accommodate these criteria the feedback loops needed to keep the systems effective have to involve humans at all levels, from the technical support to the people who are affected by the information being handled (Shneiderman 1990).



2.0	Goals



As an example of what we envisage, imagine that if you were brought to any emergency room in the country, your most recent tests results, such as EKG, blood chemistry, CAT scan, etc., could be on a screen in fifteen seconds, even if the tests had been performed elsewhere.  Backup information would list effective treatments for cases such as yours, and the expected outcomes and risks for alternative treatments, based on current data from a large population.  Shortly thereafter, your personal physician and specialists could consult about your situation remotely. How could we build tools that let the medical and nursing staff use a capability like that to improve health care for you? (NAS 1991).



We can create similar scenarios for reducing threats and costs to society in applications such as disaster relief in which scarce resources can be appropriately be applied in a time-critical life-critical situations. Other goals might be crime prevention by monitoring juvenile delinquents, criminals, and parolees, or reduction of the flows of illicit drugs into our suburbs and illicit funds to the underworld.



To serve a wide population such Human-centered systems must be universally available and adaptable to the needs of members of the diverse communities found in this country. Some are expert computer users; some have never used computers before. They vary demographically from young to old, they speak various languages, and an increasing fraction has limited mobility, eyesight, and hearing. Designers of human-centered systems must consider all the possible customers and provide the effective services to all. To make universal access a reality, the systems must have flexible controls to allow adaptation to general models of the customers' objectives and background as well as to individual desires.



For instance, the physician in the emergency room will require patient information in a different formulation than the home-health nurse. The policeman on the beat will require rapid access to uncertain data, while the prosecutor will need deep and validated information to avoid errors and waste. Furthermore, if our industry is to function in a global world, it needs to have product help available for speakers of many different languages.



3.0	State of the Art



Experience is demonstrating that just having an unstructured the Web is not a sufficient solution to the delivery of knowledge to people. Librarians are tired of being asked whether the Web has made their collections obsolete. While the Web is enormous — today about 2 terabytes, or the equivalent of 2 million books according to Brewster Kahle (Markoff 1997) — the right information needed in to solve a problem is not always accessible, relevant, and even when retrieved, not obviously valid. The Internet, consisting of autonomous and largely voluntary contributions, is intrinsically not organized. It contains an imbalance of information in different subject areas (there are 9,000 references to Elvis Presley, and 756 to Sam Rayburn). It is crucial to work on complementary methods of delivering relevant and correct information to people, with a background that includes the trail of sources and evaluations. A steam shovel is only more effective than a hand shovel if you know where to dig. See Borgman (1996).



We need principles for dealing with information, principles which will let us make generalizable results. Research must be based on realistic problems and testbeds, but solutions to any particular problem are not the end, but only a contribution to the knowledge that can be applied to all problems.  Today far too many projects (and commercial products) are judged only by intuitive feeling, and not by scientific assessment. While intuition is important, it can also reinforce prejudices and errors. Research should produce principles of how people deal with information, and how information systems can be comprehensible, predictable, reliable, and controllable (Shneiderman 1997).



People need to be studied as well (‘the noblest study of mankind is man’).  As a result of earlier work in social anthropometry we know things like the weight and reach of the average and 95th percentile person. We do not know equivalent facts about the ability of people to absorb information, read dials, operate an on-screen menu, or parse a complex screen display.  Some years ago Christine Borgman found that 25% of Stanford students had great difficulty learning to use a particular library software package which had been in use for some time (Borgman 1986). Lack of flexibility and adaptability prevented improvement through feedback. What must we know so we can build software that everyone can use? How can we test systems, especially those for unskilled users? If it takes a year for a user to become fully proficient, the world and the tasks will have changed and we cannot determine if the systems have been effective in aiding the humans.  We’d like systems to adapt more rapidly to humans, than it takes for humans learn the vagaries of the computer and the information structures they present.



Computation is perhaps most useful as a medium to support new forms of communication between people. Essential communication will always be between people, while communication between people and machines is an intermediate facility bridging time, language, and volume. This realization leads us not to construct human-like systems but to build human-centered systems. The point is to use machines as tools, not as substitutes. For instance, the radio and the phonograph let us hear the Boston Symphony Orchestra whether or not we can travel to Commonwealth Avenue (or Tanglewood). They do not replace the skill of the composer or the musicians with algorithms, but the quality of the intermediate transmission and recording crucially affects our enjoyment. Human-centered systems for information delivery, similarly, amplify the power and force of a librarian, or a pilot, or a mayor — they do not attempt to replace them with silicon circuitry (Wiederhold 1997).



4.0	Future Research Directions: Methods



To place human-centered technology on a sound basis it will be important to develop theories and principles to understand information in context and assure effective delivery of this information to human consumers and decision-makers. We need to establish and validate principles of interaction. Research is also needed on understanding the information itself, its structure, the relationships among data from different sources, at different granularities, covering diverse scopes. Progress in modeling and organizing information, for instance through improved indexing, linking, integration, and processing, will pay off in better applicability of information to real problems. Models that can drive computations that integrate and summarize data in response to users needs and tasks will be important to guide the users through the resources. The models must be perspicuous so that the customer not only feels in control, but actually is in control of the information and its interaction with the problems being faced.



A science of helping people model and adapt information and the ontologies that support them should be developed. To be effective, the information cannot only exist of documents for presentations and study, but must directly present active graphics, action diagrams, meaningful icons, and solicit interactions with the humans.



We need to support community building and creativity. Our model (courtesy of Ben Shneiderman) for using information to support creativity involves four steps.



Joining the existing community - access to existing information.

Fostering a creative environment for making new information.

Providing interpersonal support - consultation with other workers.

Adding your output to the community - dissemination of results.



Creativity involves producing text, software, images, symbols, or any form that conveys information. Support of collaborations and communities reflects the recognition that few if any problems can be attacked by only one person in the world; people need to work together to solve important problems.



Tools are needed to help at all aspects of this process. For example, the first step, access, is similar to the digital library problem, but must be extended to resources that are not yet documented, as actions by collaborators, observations from sensing devices (as in medicine, traffic, etc.), and simulations that project the effect of ongoing or proposed actions into the future.  All kinds of information analysis and retrieval are relevant. Visualization of information is needed so that resources can be perceived and effectively employed in problem solving. An example of admirable work in this area is the ‘perspective wall’ at Xerox PARC (Robertson 1993) or the ‘starfield display’ at the University of Maryland (Ahlberg 1994).



Fostering the creative environment include controlling simulation tools and design software, as well as writing tools. Some simple tools, as Visual Basic, have greatly simplified the job of creating user interfaces.  Software can be effective when it codifies procedural knowledge and allows sharing of processes with others.



Consultation with other experts creates many opportunities as well, ranging from conferencing systems to people-finders. The University of Michigan Collaboratory is an example of using technology to let experts and novices work together on problem-solving from widely separated locations (Clauer 1994; NRC 1993). Being able to create networks that include interacting human resources as well as computational resources will better mimic effective social enterprises than assigning both routine and creative tasks to machinery (Bromley 1996, Wiederhold 1996a).



Dissemination of new information back into the community must become more flexible than it is now. We should not only present final results, but allow inspection and support insight into intermediate results and the process of obtaining them so that all collaborators can follow and understand the work. Tools for indexing and organizational display and manipulation can help the right people get examples of the work. An example of software that tracks intermediate stages of research is Jim Hollan’s ‘readware’ software to display the history of creating a program (Hill 1992).



Other technologies in human-centered systems that can foster creation of new applications are information visualization, virtual environments, and 3-D imagery. Aiding human perception is a powerful means to manage simulations or other aspects of human problem solving. Human perceptual abilities are underutilized with the current limited graphical user interfaces. Far greater information densities and rapid user-controlled displays could increase useful information rates a thousand-fold. Animation and video creation systems can help as well in the viewing and understanding of existing information and the dissemination of new results.



All of these tools are important to gain deeper insights and interactions than are now available when searching the literature and the world-wide web. For all of them, we need to be sure that we understand their interfaces, the boundaries between the information delivered by the tool and the humans using it. Understanding the principles of user interfaces is a critical research need for building better systems. Foundations have been laid from human factors and early human-computer interaction research, but ambitious goals should be set for improved predictive and explanatory theories, plus practical guidance for designers.



We also need evaluation to allow researchers and consumers to assess progress and effectiveness. Although our goals are societal benefits such as improved health care, a better-educated populace, increased industrial productivity, and reduced crime and fear of crime, we need ways of finding intermediate metrics that are easier to measure quickly. Research is needed on techniques for measuring rapid access to remote sources, the relevance and information density of obtained material, and the clarity of presentation; and then for validating the relationship between these techniques and socially desirable ends (whether educational efficiency or increased rates of software production). In all instances, projects should be designed from the start to include evaluation (Wiederhold 1995).



A further broad concern is the training of people to build human-centered systems, which is only now being addressed by some innovative universities (such as the new School of Information at the University of Michigan).  Since interdisciplinary programs are difficult to establish, support for such programs should be part of a development plan. Funding for faculty, staff, and graduate students plus hardware, software, and communications services should be included. Relevant disciplines include computer science, information science and systems, library science, business, psychology, communications and media studies, graphic design, education, and more.



5.0	Future Research Directions: Applications



There are many national problems where better information could let people solve them more readily. Widespread availability of better information in the following areas would be suitable for human-centered research systems:



5.1	Health Records



Vast amounts of medical imagery, patient records, health care literature, and devices producing test results are available. Their heterogeneity and dispersion makes the information less effective than it should be. Unifying these resources under the control of health care personnel has potentially large benefits for the health care system. Combining this information with processing tools that can consider relevance, context, and utility, while leaving room for personal choice would reduce the information overload now experienced by health care personnel and their patients. Preserving privacy and keeping costs low are further challenges. See for example (North 1996) and (Barnett 1993).



5.2	Education



Education is a critical need for the US in the future, and we can view part of this problem as helping schoolchildren and college students as getting the information they need. All kinds of information are relevant to education and should be made available. The Library of Congress (as an example) is scanning millions of historic photographs for use in school, colleges, and beyond. We need human-centered technology usable by children to explore, select, and understand such material in context, and then to use it in creative authentic projects in individual and collaborative situations (Atkins 1996).



5.3	Earth Imagery



NASA, the U.S. Geological Survey, and other groups have vast quantities of imagery of the Earth, which is vital for environmental, agricultural, and planning purposes. Delivering information based on this vast archive in relevant form to people has been difficult because of its enormous quantity. Knowledge about its significance in terms of agricultural production, environmental restoration, and human and animal habitation must

be employed to create information relevant to societal objectives.



Innovative research is needed on how to build human-controlled systems that allow effective access to far more than raw terabytes of data, but extract the information hidden in this treasury. See (NASA 1997).



5.4	CAD/CAM Manufacturing Information



The American manufacturing economy now relies on vast quantities of electronic drawings of parts and machines. Human designers need new methods of retrieving pictures of parts and integrating existing parts into their new designs based on function and utility. An ability to share parts and processes among American products could help the American manufacturing economy in general, and reduce stocking and maintenance costs.



Today access to materials base data is dispersed over many suppliers in incompatible formats, so that engineers in practice rely on their past experience and just select adequate materials from standard catalogs.  Providing integrated access, and computational tools that can enable engineers to design task-optimized materials to order for advanced products could greatly reduce waste due to over-specification, the cost of trimming in manufacturing, and the resulting pollution (NRC 1995, Wiederhold 1996b, Chu 1992).



5.5	The Federal Budget and the IRS



Government information itself is vast and hard to cope with. To assist citizens in dealing with the government, both to respond to government requests and to understand what Congress is doing and how an individual can communicate his views effectively. There are lengthy trails of records leading to legislation and rulings that are even hard for a dedicated expert to follow. Not having access to the public and private diverse inputs and the compromises they engender leads to misunderstandings and distrust.



The volume of information and the complexity of governmental information is now such that even a free and active press has difficulty coping with it. A human-centered computer system that provided access to Federal budget data and diverse background information would be extremely valuable for the support of our democratic processes (Grossman 1994).



5.6	Crime Prevention



Substantial information resources could be applied to crime prevention, whether analysis of suspicious currency flows, processing of data from public space video cameras, tracking or monitoring of convicted criminals, especially parolees, or simply better crime information systems. For most non-felony criminals and juveniles, being tracked while being productive participants in enterprises, would be preferable to incarceration. Dealing effectively with crime prevention requires strong social skills and tact, so that here any automation has to be designed in a strongly human-centered way, involving a mix of technological, psychological, and legal expertise.  A central problem is coordinating information from multiple and diverse sources such as schools, hospitals, police, and the courts.



5.7	Disaster Relief



Managing help and supplies at times of disaster requires quick adjustment of allocations based on incomplete information. Better information visualization could significantly improve decision-making in crisis situations. The military uses advanced command-and-control information systems to decide what to do with scarce resources in rapidly changing situations. Civilian applications could benefit similarly.



In many of the application areas listed a great deal of image material exists which is relevant to different national needs. Image and video databases must complement traditional textual material. If handled well such material will have impacts on the new generation of information customers that cannot be achieved by traditional means. Advancing the technology for managing, indexing, accessing, selecting, and comparing images could help in all of these areas. The design of systems to let people browse or search large image files based on content and relevance as relevant in many of the application contexts. For video data, ancillary information, such as object motion, observer position, and narration provide aspects that of value in determining relevancy, but are today not accessible in an integrated manner (ISU 1993).



6.0	Summary of Recommendations



This report has only scratched the surface of a very large potential for technological progress. The design of human-centered systems, particularly systems that support creative use of information by groups of people, can revolutionize problem-solving in the United States. NSF should support work in this area that offers new ways of handling information with testbeds and evaluations, focusing on how information is used by people in different contexts, and on how to expand the performance of people as much as possible.



NSF can help with the creation of infrastructure to support development and evaluation of human-centered systems. This should include



the creation of test beds, such as standard packages of images for image search experiments.

the creation of competitions, modeled on the TREC efforts for retrieval systems.

support for research on evaluation and metrics.

aid for finding communities for experiments.
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�Preface



As we are heading into the 21st century, we are presented with unprecedented technological advances in computation and communication.  These current and future advances create many opportunities for enhancing the quality of our lives at work/home; substantially improving the quality (e.g., cost, reliability, effectiveness) of critical services such as health, transportation, environment, education; as well as making major impacts on the productivity and effectiveness of the business and industrial sectors.  We are in fact facing the emergence of a new reality where almost every human activity may be intimately affected by, supported, monitored and sometimes even controlled by ubiquitous computer and communication technology. This suggests an urgent and immediate need to develop scientific and engineering methodologies (methods, solutions, frameworks) for designing, building, and analyzing complex systems that center on fundamental forms of human activity supported by computer and communication technology.



The NSF activity in the area of Human Centered Systems is a broad research area that addresses the development of scientific and engineering methods to support the construction and evaluation of complex technological systems that support fundamental human activities such as communication, interaction, visualization, planning and management, creating, monitoring, collaboration, information extraction, education/training, business, etc.



There are four complementary goals:



a)  to scale up current technology in order to support (reliably and cost effectively) human centered activities



b)   to develop new and revolutionary technology that expands the space of current human activities



c)   to expand our understanding of human behavior and needs in view of the changing environments



d)   to increase the understanding of the effect of technology on human life



This effort expands and substantially generalizes existing notions of “human-computer interaction” and “user interface design” as core activities of Human-Centered Systems.  While still important, this initiative also includes many fundamental topics in computing, communications, epistemology, and language that emerge from the need to develop complex computational/communication frameworks for supporting diverse human activities.  In fact, one of the main goals of this initiative is to create an interdisciplinary program that fuses ideas and methods from engineering (e.g., computer science and electrical engineering) and behavioral sciences (e.g., psychology, economics, social informatics).



Initiatives in the area of Human-Centered Systems can be organized around “Grand Problems” in substantive areas such as education, health care, aviation, transportation, collaborative research and development, and political activism/participative democracy.  Part of the solution is the engineering of human-centered information technology (i.e., building such complex systems as digital libraries, cockpits, and large-scale information systems).  The analysis, design, construction, and evaluation of such human-centered engineered systems rests on three interrelated and equally important activities:  (1) human-centered design methodologies that incorporate principles and methods for the modeling, design, and evaluation of open, adaptive, flexible, and effective human-machine systems; (2) technological developments that enable key capabilities (e.g., text to speech technologies for natural and effective auditory verbal feedback); and (3) behavioral and social science advances in theory and method for the analysis and modeling of human performance and behavior from physical, cognitive, affective, social, and organizational perspectives.



General characteristics of technological systems that are human-centered

include:



They take into account human perceptual and motor capabilities and limitations.

They support actual practice (real behavior in real tasks) effectively.

They are flexible rather than rigid — can be used in a variety of ways and do not unnecessarily constrain the user(s).

They are adaptive and context-sensitive to the changing needs of the user(s).

They are open and inspectable so that they can be understood by user(s).

They are engaging and enjoyable.



Design and evaluation is fundamentally iterative and longitudinal; new technology fundamentally changes the nature of tasks and needs to be examined carefully in the context of real practice over time



In this section of this report, we focus on communication and collaboration in the context of human-centered systems.  Indeed, it can be argued that collaboration is fundamental to a human-centered design stance, or even that collaboration is fundamental to intelligence (Goody, 1995).  Here we discuss both human-computer interaction as a type of collaboration and information technology as a medium for human collaboration.



1.0	Introduction



Communication and collaboration are important components of a comprehensive approach to the analysis, design, and evaluation of Human-Centered Systems. Indeed, it may be argued that collaboration is a fundamental part of effective decision making and problem solving in complex environments.  We loosely define communication as the exchange of messages or information among multiple agents and collaboration as the creation of shared understanding (Schrage, 1990) or joint progress towards one or more goals shared by multiple agents.  The “agents” of interest are humans and computers (in particular, software programs that interact directly with people).  A wide variety of disciplines are relevant in addressing these

issues, including linguistics, artificial intelligence, psychology, sociology, information systems, networking, multimedia, and organizational behavior and communication.  Distributed artificial intelligence, multi-agent systems, human-computer interaction, computer-supported cooperative work, and computational and mathematical organizational modeling are relevant interdisciplinary specializations that have achieved recognition recently in the academic community.



1.1	Varieties and Characteristics of Communication and Collaboration



Why do people collaborate?  Schmidt (1994) offers three fundamental reasons for cooperative work:  augmentative (there is too much work for one agent; e.g., lifting a heavy object), integrative (integration of different techniques and expertise, as in concurrent engineering), and debative (debate among different perspectives, as in scientific discourse).  There are also social incentives for group work, such as (a) knowing that others depend on you may motivate you to do your part or (b) working in a team is more fun and offers possibilities for friendship and so on.  There is also a vast social science literature on critical mass theory, the diffusion of technology, and cultural appropriation of technological artifacts that is relevant for analyzing how and why communication technologies are appropriated and absorbed into practice.  For example, “Web presence” is increasingly important as a means for advertising, information exchange, and participating in a community of practice.



The “overhead” of collaboration and communication involves several interrelated facets of behavior.  First, the “compute versus communicate” tradeoff as articulated in computer science is relevant here:  the very act of communication itself requires resources on the part of an agent to design and send a message to others, to share or publish information or data.  Second, the “invisible meshing” of activity in collaborative systems that has been termed “articulation work” (Schmidt, 1994) includes direction of attention (e.g., verbal, gestural or other behaviors which mean “look over there”) and task allocation (e.g., “you do that”) as activities in which agents engage to perform coordinated activity with others.  Third, nonverbal cues form part of the resources used to create shared meaning and make inferences about another’s intentions, including aspects of social presence, emotional state, and so on.



Communication and collaboration can take place over varying dimensions of time and space; participants can work together synchronously or asynchronously and can be physically co-located or remote (Baecker, 1991; Schmidt, 1994).  Collaborating agents can vary in their degree of interdependence; for example, they may be semi-autonomous or may be more tightly coupled or “collective” (Schmidt, 1994).



There are several ways in which we conceive of human-computer communication

and collaboration that can be framed as the respective roles of the human and computer in the interaction:



1.2	Human Actors in a Shared Virtual Environment



The role of the computer-as-environment is to mediate and support interaction among multiple humans.  In virtual environments, information technology generates, provides, and captures rich and natural sensory signals to and from the human.  Varieties of embedded computing or augmented virtual reality systems mix together aspects of the material and virtual.  A human-centered approach to the design of virtual environments includes multimodal and multimedia systems that handle some combination of visual, auditory, voice, and haptic inputs and outputs that are intended to capitalize on and be shaped to accommodate human perceptual and response capabilities and limitations.  This may be to mimic real-world interactions or to expand human perceptual, intellectual, and motor capabilities.



Furthermore, such environments may include explicit representation of oneself and other humans; such avatars include representation of cognitive, affective, social and organizational aspects of the human actors “behind” the avatar (e.g., natural and expressive faces and gestures, representing and reasoning about others’ places in organizational systems, social relationships, and “who knows what”).  Related issues include the blurring of boundaries between the ‘real world’, augmented reality, embedded, and virtual environments; and diversity in terms of assistive technologies for special populations and multicultural issues (including cultures defined by academic disciplines or community of practice as well as cultures defined by ethnicity or country of origin).



1.3	Human Collaboration with Intelligent Systems



In this paradigm, the computer-as-other engages in dialog and joint problem solving with human actors.  A human-centered approach to the design of intelligent systems can be conceptualized in several different ways:  (1) The intelligent system as a team player that is reliable, predictable, trustworthy and engages in cooperative problem solving with human practitioners; (2) Representation aiding in which context -sensitive visualizations support problem solving by humans; and (3) Cognitive tools that assist humans in decision making and problem solving (Roth, Malin, Schreckenghost, 1996).  The extent to which an intelligent system is perceived as another agent by the user(s) varies and is an important research and design issue. Approach (1) in the above list is closer to the notion of computer-as-other than Approaches (2) or (3).  On the one hand, metaphors of human communication influence conceptualizations and design of technological systems for human use (e.g., we speak of dialog design (Gaines and Shaw, 1983; Giachin, 1996) and of computer-generated avatars that speak and emote).  On the other hand, anthropomorphizing technological systems raises many issues related to ethics and identity; and furthermore, effective computational support for activity does not necessarily have to be human-like to be useful.  Intelligent visualizations that assist in highlighting relevant features of data, for example, can be wonderfully useful without an explicit sense of the software as another agent in the interaction.



There are real dangers in attempting to make systems appear too human-like in cases where in fact they have very limited ‘intelligence’ and are brittle in their interaction.  People have trouble assessing the bounds of the system’s capability and this leads to trouble ranging from, at one extreme, over-reliance on the system in cases where it is inappropriate to do so (e.g., Guerlain, et al., 1994; Parasuraman, Molloy, and Singh, 1993), and at the other extreme, loss of ‘trust’ in the system, and lack of acceptance even in situations where it performs well (e.g., Muir, 1987; Lee and Moray, 1992).  Moreover, there are ‘human-centered’ paradigms that are being advanced that provide alternatives to the development of ‘human-like’ systems, e.g., ‘intelligent’ design environments (e.g., Fischer, 1994); intelligent information visualization (Roth et al., 1994); and ecological interface design (e.g., Vicente & Rasmussen, 1992; Pawlak & Vicente, 1996).



Related to this are issues of automation, authority, power, control, and responsibility:  human-centered means in part that humans are an integral part of the problem solving process and not automated out of the system .  This is not to say that automation is ‘bad’, but rather, that the choice of what to automate and how to design the automation itself (whether or not the automation is “intelligent”) should take into account human capabilities and limitations, allow humans to override it, and so on (Billings, 1996).



Another aspect of intelligent systems related to collaboration is the notion of intelligent systems that assist people in collaborating (e.g., an “intelligent facilitator” for electronic meetings or “intellect amplifier”).



2.0	General Themes and Issues



Context and evolution are two underlying issues.  What is context?  How can technology be “contextually engineered”?  (For example, gesture and speech recognition are greatly assisted by contextual knowledge.)  What are appropriate contextual measures of evaluation?  How can technology be adaptive to support changing contexts?  What does it mean to model and support the co-evolution of human performance and practice with the possibilities offered by new technologies?



Good technology (functional, reliable, available, etc.) is necessary but not sufficient for effective communication and collaboration among human actors.  Instead, joint consideration of technological advances, human use in the context of the domain of practice, and social and organizational aspects is needed.



Supporting effective collaboration in the real world is complex:  practice is fluid, dynamic, and consists both of formal work that can be modeled computationally and informal or “invisible” work that may not be modelable but must be possible.  As information moves around a distributed cognitive system, it is continually recontextualized.  What something “means” is emergent and produced through interaction among human actors.  This again emphasizes the importance of flexibility, openness, and adaptiveness in the design of information technology to support collaboration.  Yet there are serious design tradeoffs between control and predictability on the one hand and flexibility on the other; the ‘right’ answer depends on the context of the task at hand.



A focus on context also includes consideration of history; history of the digital contexts of use can be an important part of asynchronous collaboration. Consideration of history and existing infrastructure both in  terms of technological systems (legacy systems, archival information), existing work practices and organizational structures, and so on are all part of the context as well.



One particular aspect of collaborative systems is mutual awareness (i.e., knowing who else is here or who else is on the team with you).  In particular, the capabilities to represent and support presence (“who is here?”), attentiveness (“what are they doing?”), knowledge (“what do they know?”), affect (“how are they feeling?”), social or organizational position (“what is their status?”), and workload (“how busy are they?”) are important for collaborative activity.  However, this also raises issues of user control and privacy (e.g., does a person want to make explicit “how I feel” or “how busy I am”?).  A flexible notification service embedded in technology can support users in easily expressing chosen attributes on-the-fly.



Cooperative work is not only the delegation of tasks among agents and information sharing; it also has affective, social, and cultural dimensions that cannot be ignored. These dimensions likewise form part of the context of problem solving and collaboration that influences behavior and performance in (presumably) systematic ways.  In human communication research, a fundamental tenet is “what is meant is more than what is said”.  Goffman (1959) distinguished between impressions that are given (the “narrow” view of communication as the words or messages that are said) and those that are given off (in terms of setting, appearance, and manner of the actor and his/her current situation).  Similarly in technological projects there is a lot of work on verbal and non-verbal capture, representation, interpretation, and generation that is tied to affective effects and inferences.



A human-centered design philosophy is intimately tied to questions of ethics and values (what is trustworthy technology?  how can we design and deploy technology that respects its users?  how can we ensure that the human remains the ultimate authority in complex automated systems?).  Design can be viewed as a collaborative social process between designers and practitioners, where those boundaries are deliberately blurred; design products can be viewed as a medium for communication between designers and practitioners and as tentative hypotheses that need empirical validation.  Yet in being practice-centered we also want to capitalize on new technological advances (“the envisioned world problem”) and maybe it is part of the designers’ job to communicate these hypotheses in context of

practice.



Several high-level principles of human-centered systems include human locus of control, flexibility, openness, adaptiveness, mutual intelligibility.  Hence, measures of evaluation are oriented around these constructs in addition to, maybe in place of, speed and cost.  For example, in speech recognition, error rates are an important metric, but now, measures oriented around task models and accomplishment of practical activity are critical as well (Oviatt, 1996).  As another example, in collaboration technologies we can measure the number or rate of transactions and response time, but new questions arise now in how to measure “meaningful” and “good” collaboration.  Another implication is that measures are fundamentally interactive (not ‘batch’) and evolutionary; hence longitudinal studies (i.e., those that follow the evolution of the system over time) are important.



3.0	State of the Art



In this section, a brief summary of current research is provided.  This discussion is organized around several fundamental components of collaboration:  sharing (and filtering) information, coordination of activity, communication, awareness of others, and more broadly, building communities.  Next, human interaction with intelligent systems is discussed as a related but separate tradition.  Finally, current research in computational modeling of users and organizations, design and evaluation issues in collaborative systems, and issues oriented around several technical foci (security, networking and operating system issues, and rich multi-modal interaction) are discussed as well.



One organizing framework for discussion through all these issues is the “Virtual Ad-Hoc Team” for knowledge work.  This means that in complex dynamic environments, one needs to put together a team quickly to address a particular issue.  Examples include military teams for crisis management; tiger teams in business; and task forces for education.  By definition, the team is formed dynamically, has a particular purpose and ‘lifespan’, and may not be composed of people in the same geographic space but must have resources and infrastructure for remote collaboration.  Many complex issues surround this kind of scenario:   How do we know who is available for our team?  How do we choose the best people?  In fact, how do we define ‘best’?  How do we structure the team?  How can we facilitate ‘rapid socialization’ in these contexts?  How do we preserve and reuse organizational memory when our organization is so transient?  How do we cope with very different heterogeneous knowledge and skills and technological infrastructure among team members?



3.1	Sharing and Filtering Information



The notion of joint creation of a shared information space is the basis for a great deal of work in CSCW.  People can share information by talk (face-to-face, via telephone, electronic chat facilities, electronic mail) and by collaborative drawing and writing with mechanisms as varied as publishing on the Web, electronic mailing of documents, document management systems, and shared electronic whiteboards and synchronous collaborative writing tools.  With the vast amount of information available, benefits of allowing all to have a voice are balanced by costs of one’s own need to search and filter information for relevance.  Search engine technologies and information retrieval systems exist and are fairly good.  Much current work is being done on indexing schemes, concept searches, and content-based retrieval.  One current wave of work is a blend of social systems and information retrieval — the notion of ‘recommender systems’ or collaborative filtering in which one discovers information based on the recommendations of others (e.g., March 1997 issue of Communications of the ACM, including Resnick and Varian, 1997; Terveen et al., 1997; Kautz, Selman, and Shah, 1997; Balabanovic and Shoham, 1997; and Konstan et al., 1997).



3.2	Coordination of Activity



Another part of collaboration is coordinated activity, which relates to issues of redirection of attention, allocation of tasks, “knowing who is doing what when”, planning, and articulation work (Schmidt, 1994).  Coordination theory has focused on the varieties of interdependencies among activity (Malone and Crowston, 1990). Related work has proposed the Process Interchange Format (PIF) as a standard for sharing data about coordinated processes.  Indeed, one prominent overarching metaphor for the modeling and analysis of cooperative work views an organization as a distributed information processing system (Morgan, 1986; also see Jones and Jasek, 1997). Common “conceptual primitives” that are represented computationally include goals, activities, actors or agents, resources, decisions, constraints, rationale, and data that can be analyzed at various levels of abstraction (Jones and Jasek, 1997). Research in the context of this metaphor emphasizes formal modeling and reasoning algorithms and performance measures of consistency, efficiency, and correctness with respect to system goals.



In contrast to formal modeling approaches, a ‘sociocultural view’ focuses on how shared meanings emerge in practice.  For example, Geertz (1973) views culture as “essentially a semiotic [concept]” and its analysis as “not an experimental science in search of law but an interpretive one in search of meaning [that consists of] sorting out the structures of = significance ... and determining their social ground and import” (Geertz, 1973, p. 5 and 9).  Suchman’s well-known critique of the “strong” view of planning and the concomitant view of action as inherently situated in the local context of particular material and social circumstances similarly results in an emphasis on mutual intelligibility in context (Suchman, 1987).  Issues of responsibility, authority, power, status, and “visible” versus “invisible” work have been of particular interest to other researchers (cf. Gerson and Star, 1986). Greenbaum and Kyng’s (1991) view of the cooperative approach to computer systems design emphasizes situations, breakdowns, tacit knowledge, and group work in contrast to a traditional software development focus on tasks, explicit knowledge, formalization, and individual work.  Another aspect of the social/cultural view is a focus on management, labor and industrial relations, and the like (cf. Schmidt, 1990).



In summary, cooperative work can be studied from both an “engineering” and “social science” perspective, and these perspectives are complementary and mutually beneficial to the understanding of organizational systems.  Thus, a well-rounded analysis of cooperative work should include the articulation of the formal structures and mechanisms of interaction as well as the local contingencies that emerge in practice.



With respect to technical infrastructure for coordinated activity, three basic frameworks are conflict prevention (don’t let interdependent activities clash), conflict management (let things clash and provide support for sorting things out), and process enactment/workflow.  Current work in conflict prevention supports pessimistic serializable transactions and shared views of others’ actions (“what you see is what I see”).  More recent work is in flexible transactions (e.g., reflective transactions).  Current work in conflict management includes versioning (e.g., as in Lotus Notes™), semi-automatic merging (e.g., CODA), and simple “diffing” (e.g., PREP editor).  More recent work looks at more automated merging and how to provide users with increased control and more natural and expressive ways to handle conflict management.  Finally, current workflow technologies allow users to express activities or tasks, the nature of their dependencies, their time constraints (duration, deadlines, etc.), and assignment of tasks to individuals or teams.  Relevant examples include Microsoft Project™, Coordinator™, and USA CERL’s Knowledge Worker™.  These rely on explicit representations of activity and action sequencing.  More recent work looks at more flexible and malleable representations of activity, process augmentation, and exception handling.









3.3	Communication



Communication is fundamental in many senses: network protocols for data communication over computer networks, social protocols (practices) for polite communication in face-to-face interaction, and user interface design in human-computer communication to mention just three ways of framing “communication”.



With respect to human communication, McCarthy et al. (1990) consider four “generic” communication tasks that must be supported in any communication system:  synchronization, coherence, repair, and shared focus.  That is, synchronous talk needs to be synchronized (people need to take turns in conversation); effective communication is coherent, “makes sense”, “follows”; people need to be able to engage in repair when communicative breakdowns occur (e.g., by engaging in metatalk or alignment talk); and people need to be able to express and identify shared focus of attention.  Human communication research has for years studied natural conversation to model how conversational turns or ‘moves’ are constructed, analyzed conversational coherence, inventoried a variety of repair strategies, and looked at issues of reference, redirection of attention, and the like (e.g., Haslett, 1988).



In the context of the effects of technology on communicative practices between people, McGrath and Hollingshead (1993) provide a good summary of work on empirical findings and modeling efforts. More recently, computational organizational models and theories have been applied to these problems (see Section 3.7).



Social network and organizational communication theorists have evolved a vast range of theories to account for social behavior.  Monge and Contractor (in press) identify eleven classes of generative mechanisms or underlying logics that explain the manner in which networks enable and constrain social attitudes and behavior in general.  These include:  (1) exchange and dependency theories (social exchange and resource dependency), (2) contagion theories (social information processing, social learning theory, institutional theory, structural theory of action), (3) cognitive theories (semantic networks, cognitive social structures), (4) consistency theories (balance theory, theory of cognitive dissonance), (5) theories of homophily (social comparison theory, social identity theory), (6) theories of social capital (theory of structural holes, strength of weak ties theory), (7) theories of proximity (physical and electronic proximity), (8) uncertainty reduction theories, (9) social support theories, (10) collective action theories, and (11) theories of network and organizational forms

(contingency theory, transaction cost theory, and theories of network organizations).



3.4	Awareness of Others, Team Membership, Organizational Knowledge



Part of collaboration and communication involves awareness of others.  A great deal of research in social psychology, sociology, and human communication research has looked at topics such as how first impressions are formed, what kinds of inferences are made from manner, appearance, talk, and setting (Goffman, 1959), social status and hierarchy, and so on.  Identity theory, social presence theory, and other positions exist in this arena.



In terms of technology support for awareness of others, anonymity versus identity has been a critical research issue.  Experimental work has looked explicitly at how anonymity affects group communication and problem solving (e.g., see McGrath and Hollingshead’s summary).  Collaboration technologies have made a variety of assumptions about anonymity versus identity:  some technologies let participants set this as a feature; some technologies build in identity but allow participants to construct this very flexibly (e.g., in MUDs and MOOs; Turkle, 1995).  Video teleconferencing, “porthole” systems (e.g., Xerox, Nynex), and the like show “one's real self” over a video link.  Thus, the notion of identity is an important design consideration in collaborative systems; tradeoffs exist between allowing participants to flexibly construct one or more identities versus authenticating “real people” for security and other reasons.  This is an issue also with respect to rapid socialization of new team members.



Related to the issue of knowing “who is here” or who is a member of the team or organization are questions about the diffusion of knowledge and organizational memory.  Where does knowledge reside in the sociotechnical system, how is it organized, and how can it be retrieved and used effectively?  Requirements, specification, and implementation of collaboration policies with respect to persistence, security, notification, concurrency control, and merging will affect how organizations construct and use knowledge.



Thus, the issue of sharing ontologies is critical.  Two basic computational approaches to sharing knowledge are (1) agreeing on a common ontology and (2) translating between different ontologies (as in much work at the Stanford Knowledge Systems Laboratory (http://www-ksl.stanford.edu/)).  As Davenport (1994) points out, an inevitable tension exists between the global (all participants have to express themselves in a common language which may not be optimal for their local problem solving needs) and the local (different sub-groups have their own local representations tailored for their own use, but these are not necessarily shared with other groups).  Furthermore, to support asynchronous collaboration and organizational learning, the capture, representation, and reuse of the contexts of use of information and knowledge is another critical area of research.



The previous paragraph presumes that ‘knowledge’ is about work tasks, organizational roles, and the like. Another facet of knowledge that is usually neglected is knowledge of the affective states of other participants.  Here, questions of how to recognize the affective states of users, how to understand affect in different situational contexts, and how affect is conveyed to others.



3.5	Fostering Communities



Another aspect of collaboration technology is the potential for the building and sustainment of communities.  Technologies such as newsgroups, email, MUDS, and MOOs offer forums for interaction that have been subject to a variety of praise and criticism (e.g., Rheingold, 1993; Jones, 1995; Turkle, 1995).







3.6	Intelligent Systems, Intelligent Software Agents, Human Interaction with Intelligent Systems



Current empirical studies and theory, design, and evaluation of intelligent systems have focused on notions such as cooperative problem solving, mixed-initiative interaction, and mutual intelligibility (e.g., Roth, Jones, Woods).  Rather than black-boxing authority into an intelligent system and forcing the person to act as a data gatherer and solution filter for the system, instead we should design joint cognitive systems in which humans have clear authority, can intervene flexibly and appropriately, and are engaged actively in problem solving (Woods, 1986; Roth). Current prototype systems that work in these ways include systems that provide tools for on-the-fly replanning, interactive visualizations of an activity model as a resource for action, and the like (Roth, Malin, Schrekenghost, 1996).



With respect to degrees of automation of group support, a tension exists between routine, procedural, formal things that it may be desirable to automate versus the novel, improvisational, informal which is not amenable to automation.  This related to workflow technologies described previously: we would like to capitalize on the routine but not rigidify practice or make necessary ‘invisible work’ impossible. Current approaches to this include both the design of more flexible representations and the design of the interaction paradigm itself to be “a system on the side” rather than “the system that is a user’s only interface”.



3.7	Computational Modeling of Users and Organizations



“User modeling” has been a topic of research for many years; indeed there is an entire academic journal devoted to this issue.  Researchers on intelligent user interfaces and intelligent tutoring systems have modeled users in terms of current goals and activities, interests (in particular objects in the world), preferences for information displays, and the like.  Student modeling in intelligent tutoring systems have been of two basic varieties:  overlay models in which student knowledge is presumed to be a subset of domain expert knowledge, and buggy models in which student knowledge is represented as systematic deviations from expert knowledge.



More recently, computational organizational modeling has come into its own as an area of research (Hanneman, 1988) and there is now an entire journal devoted to it as well (Computational and Mathematical Organizational Theory).  For example, Contractor and Seibold (1993) propose self-organizing systems theory as an approach to modeling organizational adaptation to and with technology.  This emergent perspective assumes that the uses and effects of communication technology emerge from complex social interactions among users (Contractor and Eisenberg, 1990; Contractor and Seibold, 1993; Contractor, 1994).  In particular, models of the evolution of activity represent the articulation of reciprocal and dynamic relationships among social norms, affordances provided by technologies, and actors’ roles (Contractor and Eisenberg, 1990).









3.8	Design and Evaluation of Collaborative Systems



The most effective design strategy for achieving human-centered systems is to use an iterative approach with an empirical feedback loop (Landauer, 1995).  This means that valid, reliable measures of the human use of systems are needed that can be incorporated into this process.  But there are many issues about evaluation itself that are in need of further research.



There are many reasons why the evaluation of collaborative systems is difficult.  First, there are multiple levels of analysis of such systems, such as individual, group, organization, and industry.  It is well-known that improving productivity at one level of analysis (e.g., individuals) does not necessarily mean that it will be improved at another level of analysis (group, organization) (Harris, 1994).  A second problem is that many important and substantive effects are long-term.  For instance, while changes can be shown in the productivity of an individual worker in a few hours or days of using a new system, productivity effects for an organization or an industry may take months or years to appear.  Indeed, such lag effects are one of the possible explanations of the so-called “productivity paradox” (Brynjolfsson, 1993).  Third, many of the effects that are most determinate of performance at any level of aggregation are embodied as cognitive skills (Anderson, 1982) or organizational routines (Cohen & Bacdayan, 1994).  Knowledge in this form is less accessible and therefore more difficult to extract and analyze.  Fourth, human systems are notoriously reactive to the introduction of new information tools (Sproull & Kiesler, 1991; DeSanctis & Poole, 1994).  Changing the information environment changes what people do, and as a result measures which made sense under the old environment may not make sense in the new one.  This is especially true of the kinds of efficiency measures that are most often the focus of information technology interventions (Sproull & Kiesler, 1991).



It is also well-known that different evaluation measures may show different things.  For instance, in evaluations of various kinds of group technology it has often been found that the technologies improve task performance but lead to longer times to task completion and decrease user satisfaction (Olson & Olson, 1997).  In other words, there are tradeoffs in performance that need to be taken into account in any overall evaluation of the effectiveness of the technology.



There is no shortage of kinds of things that can be measured.  But often researchers investigating information systems are ignorant of the large methodological literatures that can guide the design, collection, and analysis of evaluations (see Olson & Olson, 1997, for details).  For instance, questionnaires and interviews must be designed with great care to avoid well-understood framing effects.



As the level of aggregation of the collaborative system increases the cost of doing a careful evaluation goes up.  Groups are more difficult to evaluate than individuals, organizations more difficult than groups, and so forth.  Indeed, ecologically valid assessments of group or organizational systems require full-scale deployments or testbeds.  A high priority research need is to develop cost-effective measures that are appropriate for meaningful group and organizational outcomes.  Another priority is for studies that are themselves collaborative, where different research groups accumulate cases using agreed-upon benchmarks so that definitive results can be obtained in reasonable time periods.  Such collaborative studies are

widespread in the biological and health sciences.



Careful empirical evaluation of systems in terms of processes and outcomes defined by human purposes need to become common elements of development projects.  A brief scan of the journal and conference literature shows that such evaluations are very rare.  As a result, numerous demonstration systems exist with little collective understanding of how their characteristics relate to important human-centered outcomes.



3.9	Security



Issues related to security include access control, methods for encryption, and authentication.  Current technologies include operating systems such as UNIX which support logins and passwords and allow owners of files to specify read, write, and execute permission for themselves, groups, and others; public key methods for cryptography, and Kerberos for authentication.



3.10	Networking and Operating Systems Issues in Distributed Collaboration



Many technical issues arise in the context of providing flexible collaboration support for multiple users.  Coping with heterogeneous resources (transmodal, multimedia) is a critical issue; e.g., automatic presentation of information that takes into account the hardware/output device of the receiver.  Importantly, the ways in which information is presented at lower resolutions and so on must preserve the important aspects of the context to be useful.  Policies and algorithms for such information sharing are also a key research area (e.g., pre- or post-filtering of data to accommodate different devices, resolutions, etc.).



Many quality of service issues arise in hardware, networking, and operating systems.  Shared intelligence among these layers is important.  The “end to end quality of service parameters” must be clearly articulated and appropriate tradeoffs invoked based on the context of use.



Other issues include policies and algorithms for notification, priorities, goals, and intermedia translation.  Interoperability of software tools is likewise critical (e.g., we each use of own text editors but are able to easily share things) in order to preserve local competence in individual tools but be able to seamlessly share information.



An emerging distinction is collaboration-aware versus collaboration-transparent applications.  Collaboration-aware applications explicitly monitor and represent multiple users.  Collaboration-transparent applications do not explicitly represent multiple users (are “collaboration-oblivious”) but require collaboration-aware environments in order to have sharing take place.  A related issue is sharing windows versus sharing screens on the desktop.



A number of distributed networking issues also arise (e.g., migration, replication).  For example, in the context of the “Virtual Ad-Hoc Team”, if team leadership is dynamic, then a potential implication is that the application should migrate to the leader's desktop because he/she requires the fastest and best interaction.



3.11	Rich Multi-Modal Interaction and Tele-Immersive Collaborative Virtual Environments



Current tele-immersion technologies support fairly good visual resolution, some auditory and haptic input and output.  Examples are the projection-based virtual reality displays (e.g., the CAVE) and head-mounted displays.  A method and interface has been developed by Carlos Ricci (NCSA) for navigating virtual spaces and manipulating virtual objects in the CAVE through natural walking and leaning motions.  A sensing device, which is strapped to the user’s shoes, translates foot pressure into signals whose patterns are recognizable in the host graphics computer system.  The system is considered to be more natural, more interactive, and less confining than the traditional treadmill or stepper type of walking interface.  A software driver has been written to identify natural walking patterns and derive from them a velocity value which, in turn, may be integrated with CAVE applications as a control parameter.  Pattern recognition in the driver was implemented using fast-executing artificial intelligence methods.  The driver is expandable to identify other dynamic patterns, such as those associated with “mime” or “in-place” walking, or static patterns, such as leaning, and infer corresponding control parameters from each of these.



Current CRT technology seems limited by market forces and development to 2048x2048 pixels.  LCD screen sizes and resolutions seem driven by market needs for laptop computers.  In terms of haptic devices, keyboards and mice injure without the help of force feedback; devices capable of providing substantial feedback could do real injury.  Some heavy earth-moving equipment designs are now fly-by-wire; force feedback is being simulated to give the operator the feel once transmitted by mechanical linkage.



In terms of I/O device connectivity, currently the PC-clone is the universal I/O adapter because of its open architecture and the availability of cheap mail-order I/O devices, but a stack of PC's each doing one filtering task, trying to communicate with one another on serial lines is not directly adaptable to the ECI need set.  Custom chip sets will drive the cost down to consumer level; adapting video game I/O devices where possible will help in achieving similar price performance improvements as computing itself.



Vibrafloor is a virtual audio real-time experience.  Participants can interact with and create unique soundscapes in 3D space using a computer-controlled head and hand tracking device.  The virtual audio environment produces 3D localized sounds in 4-channel surround-sound creating a totally immersive audio environment enabling participants to “forget themselves” while standing, sitting, or lying down on the sonic wave floor.  Participants can control what sounds are played, placed, mixed, and/or composed.  The sonic wave floor consists of tactile sound transducers that provide sounds that participants not only hear, but feel.  The sonic wave floor is carpeted, allowing attendees to sit, lie, or stand while receiving some degree of audio-induced “messages.”



The literature on empirical, generalizable evaluation of human-computer systems with spoken-dialogue and multimodal interfaces is sparse.  The basic issue of how to evaluate spoken-dialogue systems effectively is still unresolved and requires further research (Danieli and Gerbino, 1995; Sparck-Jones and Galliers, 1992; Walker, Litman, Kamm, and Abella, 1997).



4.0	Further Future Directions



An immense array of issues confront the researcher in collaboration and communication technologies.  The previous section has indicated current areas of work and some promising future directions.  Overarching issues include (1) coping with context:  how can contexts be systematized, formally modeled, and used in principled ways to design technologies and (2) linking social science to technology:  new languages, computational methods, ways of embedding semantics/context/meaning from social science theory into technology design.  Human-centered systems may be seen as a new field that addresses these issues.



4.1	Sharing Information in Context



While existing types of computer-mediated communication (CMC) systems permit the conversational interaction of two or more parties, the enabled interactions lack any computational support.  On the other hand, artificial intelligence and other types of computer systems provide only rudimentary collaborative capabilities, compared to the rich and nuanced interactions among human actors.  (For example, access control mechanisms for information are primitive compared to how people weigh when and to whom to release sensitive personal or organizational information.)  Thus, we are caught between CMC systems with little augmentation of collaboration (although with a rich set of conversational and social mechanisms) and traditional AI or CS systems with little nuance to their collaborative interactions (but with strong augmentation capabilities).  What is needed is to bridge the two, providing the nuance of normal social interactions as well as the computational augmentation of collaborative interactions.  Both are necessary in a true synthesis of capabilities if we wish to construct human-centered systems that help and aid human capabilities.



This task requires basic research into:



The nature of human collaboration in real settings.  We need to know more about what people actually do, and we need to know this in the context of system construction (i.e., in order to properly understand the requirements of future systems).  We also need to develop lightweight methods of obtaining the social requirements for commercial and organizational applications.



How to bridge the gap between providing human communication capabilities and our capability to emulate human activities in systems.  Research needs to be done on how to provide nuanced and contextualized activity through computational systems or how to provide approximations that are workable for the humans involved.  This research might be done in the context of information access, information retrieval, access control, security, privacy, or other parts of collaborative or user activity.



What type of augmentations to social interactions and the social networks of people would be useful (and doable).  These augmentations might include providing better access to other people on an expertise network, providing the right information (formal or informal) on demand, finding others with whom to have a collaboration, and so on.



4.2	Tele-Immersion and Collaborative Virtual Environments



The goal of “Tele-Immersion” research is to extend the “human/computer interaction” paradigm to “human/computer/human collaboration,” with the computer providing real-time data in shared, collaborative environments, to enable interaction between human actors (the “tele-conferencing” paradigm) as well as computational models, over distance; and to provide easy access to integrated heterogeneous distributed computing environments, whether supercomputers, remote instrumentation, networks, or mass storage devices using advanced real-time 3D immersive interfaces.



Part of the research agenda in this arena is to focus on issues of networking (to stress-test network bandwidth and latency), data distribution, computational heterogeneity, next-generation graphics engines (e.g., increase polygons per second; real-time volume visualization), and effective human-computer interfaces and support for human sharing and collaboration.



An important evaluation criteria is that these systems be sought after and used regardless of distance; if they are discretionary (i.e., users can choose to use the technologies or not) and do become absorbed into collaborative practices, then that is one measure of success.



Several specific research agenda items are as follows:



Image resolution to match human visual capabilities.  In particular, provide enough anti-aliased image resolution to match human vision (minimally 5000x5000 pixels at >50Hz). 20-20 vision is roughly 5000 pixels (at 90-degree angle of view), less is needed at the angle we normally view television or workstation screens, more for wide-angle VR applications.  A reasonable benchmark is 8000 pixels (the size of a typical magazine advertisement).  More resolution can be used to facilitate simple panning or zooming, both of which can be digitally realized with processing and memory without requiring more resolution out of the display device.  Certain quality enhancements may be achieved with higher refresh rates (e.g. 100Hz) including less strobing during panning or the capability of doing stereo visuals by sending two 50Hz images, one for each eye.  Low latency, not currently a feature of LCD displays, is needed for 100Hz or greater devices.  Micromirror projectors show promise in this area.  Desirable, of course, would be wall-sized screens with very high resolution (>20,000 pixels) whose fidelity would be matched to our vision even when closely examined.  Multiple projectors tiled together may achieve such an effect where warranted; monitors and LCD screens do not lend themselves to tiling because the borders around the individual displays do not allow seamless configurations.  Truly borderless, flat displays are desirable as a way to build truly high-resolution displays.



Universal and safe input devices that capitalize on human capabilities for vocal and motor output.  This requires a comprehensive compilation of existing bio-engineering and medical published research on human performance measurement techniques, filtering for the instrumentation modalities that the human subjects can use to willfully generate continuous or binary output.  Modalities should be ranked according to quality/repeatability of output, comfort, intrusiveness, cost, durability, portability, and power consumption.  Note that much is known about human input capacity, by contrast.



In the development of haptic input support, a critical issue is safe force feedback devices capable of delivering fine touch sensations under computer control.  Development of fail-safe mechanisms and fundamental advances in hardware and software technology are needed.



The development of universal methods for I/O device connectivity is another key component of infrastructure for tele-immersion.  “Plug and play” open architectures and standards are needed.



Research is needed to understand how (and in what contexts) humans combine speech and gesture to communicate effectively in multi-modal environments (Bellik, 1996; Cohen & Oviatt, 1994).



Audio output matched to the dynamic range of human hearing.  Digital sound synthesis is in its infancy.  Given the speed of currently available high-end microprocessors, advances are sought in software tools and in creating of contextual “soundscapes” .



Metaphors and navigation.  This is akin to understanding the functional transitions in moving around within the WIMP desktop metaphor.  What are appropriate metaphors for the design of virtual environments (e.g., shopping mall)?  And how does the choice of metaphor interact with navigation possibilities?  Directional surround-sound audio and tactile feedback rich enough to assist a vision-impaired person in navigation would also likely help a fully sighted person.  Develop schematic means to display the shopping mall metaphor on conventional desktop computers, small video projectors, and embedded displays.



Storage and retrieval of visualization/VR sessions.  One would like to play back and edit visualization/VR sessions in ways akin to the revision mode in word processors.  A key technology development here is the extension of the video-server concept to visualization/VR capture and playback.



5.0	Summary



In this section, we offer a few programmatic suggestions for the National Science Foundation to follow for human-centered systems research.  These may be summarized as follows:



Establishment of one or more Human-Centered Systems Collaboratories to foster multidisciplinary collaboration.

Encouragement of multidisciplinary teams of technologists, social scientists, and practitioners.  This includes aspects of the nature of the research project and educational and outreach activities.

The development of relevant, contextual measures of evaluation is critical.

Evaluation should be longitudinal and ongoing (rather than simply a 'post-test' at the end of the project).

Routine duration for projects should be at least five years, not the current three.  The time necessary to analyze practice, construct design artifacts, and do longitudinal evaluation demands longer-term efforts.
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�1.0	What is a Human-Centered Approach?



To create truly human-centered systems, we need to shift the focus of research and design, to put human actors and the field of practice in which they function at the center of technology development.  This will make a significant difference in our ability to harness of the power of computers for an expanding variety of people and activities in which those people will use computers and computer-based technologies.



The term “human-centered” is used by many people in a variety of related but non-identical ways.  It is important to understand the consequences of taking a “strong” interpretation of the term, which we recommend.  It can be contrasted with “wide” interpretations that may be useful for other groups or contexts.



1.1	Wide Interpretations of the Label “Human-Centered”



One can identify areas of computer science research as being human-centered in several ways:



Wide Interpretation 1:   The motivation for technology development is grounded in a statement about human needs.



Priority choices in research directions can be motivated either by the abstract logic of the discipline, or by a prediction of how the research results will be applied to meeting human needs.  For example, research on medical technology has a clear need basis, while research on graph theory (though it may end up having medical and other applications) is “abstraction-driven” — not directly motivated by considerations of how the results will be used.  We might say that research is human-centered if it is need-driven:  motivated by considerations of its applications.



Wide Interpretation 2:   People are “in the loop” or part of the system to be developed.



For some computer systems and applications, the role of human-computer interaction is secondary — there may be some human startup and interventions, but to a large extent, the “beef” is in the computing, not the interaction.  For a large and growing class of systems at every level, human-computer interaction plays a central role, and attention to this dimension can be thought of as human-centered.  By this definition, “human-centered computing” is another phrase for describing the field of Human-Computer Interaction.



Wide Interpretation 3:   Technology that happens to be about interacting with or across people is human-centered.



Work to advance the development of computer-based visualizations, natural language capabilities of computers, intelligent software agents to digest and filter information autonomously, networking tools to link diverse people in diverse locations, and many other examples are human-centered in the sense that the technology under development is intended to interact with or to support interactions across people.  The research and development work focuses on expanding the capabilities of the computer with the assumption that advancing these technologies will in and of itself produce benefits.  These benefits are sometimes presumed to flow directly from technological advances.  In other cases the developers may make allowance for a usability testing and refinement stage after the technology is sufficiently mature.



Wide Interpretation 4:   Technology development and change is justified based on predicted improvements in human cognition, collaborations across people, or human performance.



Developments in new computational technologies and systems often are justified in large part based on their presumed impact on human cognition, collaboration and performance.  The development or introduction of new technology is predicted to reduce practitioner workload, reduce errors, free up practitioner attention for important tasks, give users greater flexibility, hide complexity, automate tedious tasks, or filter out irrelevant information, among other claims. In effect, prototypes and designs embody hypotheses about how technology change will shape cognition, collaboration and performance.  As a result, technology is often based on human-centered intentions, in the sense of changing cognition and collaboration.  Whether those intentions are matched by human-centered practice is another question, one addressed by the strong interpretation of the label.



Making such predictions presumes some research base of evidence and models about how related technology changes have affected cognition, collaboration, and performance, and it implies empirical tests of whether the predictions embodied in systems match actual experience.  These are one part of a stronger interpretation of what it means to be human-centered in system development.



1.2	Technology-Driven Development



All of the wide interpretations of human-centered design still leave the development process in the position illustrated in Figure 1.  The diagram shows a sequence from left to right.



First, technologies are developed which hold promise to influence human cognition, collaboration and activity.  The primary focus is pushing the technological frontier or creating the technological system.  The technologist is at the heart of this step.

Eventually, interfaces are built which connect the technology to users.  These interfaces typically undergo some usability testing and usability engineering to make the technology accessible to potential users.  Human-computer interaction and usability specialists come into play at this stage.

When the technologies are put into use, they have social and other larger consequences which can be studied by social scientists.

Presumably, the human factors and social consequences from past developments have some influence on future development (the small arrows back towards the left).

�

This sequential approach is fundamentally technology-driven because developing the technology in itself is the primary activity around which all else is organized.   Norman (1993) illustrates this by pointing to the original technology-centered motto of the Chicago World’s Fair 1933:



Science Finds,



Industry Applies,



Man Conforms.



1.3	Why Are These Interpretations Insufficient?



As the powers of technology explode around us, developers recognize the potential for benefits and charge ahead in pursuit of the next technological advance. Expanding the powers of technology is a necessary activity, but research results have shown that is rarely sufficient in itself.  Sometimes, useful systems emerge from the pursuit of technological advances.  However, empirical studies on the impact of new technology on actual practitioner cognition, collaboration and performance has revealed that new systems often have surprising consequences or even fail (e.g., Norman, 1988; Sarter, Woods and Billings, in press).  Often the message from users, a message carried in their voices, their performance, their errors, and their adaptations, is one of complexity.  In these cases technological possibilities are used clumsily so that systems intended to serve the user turn out to add new burdens often at the busiest times or during the most critical phases of the task and create new types of error traps.



For example, users can be surprised by new autonomous technologies that are strong but silent (Billings, 1996), asking each other questions like:



What is it doing now?

What will it do next?

Why did it do this?

In other words, new technology transforms what it means to carry out activities within a field of practice — changing what knowledge is required and how it is brought to bear to handle different situations, changing the roles of people within the overall system, changing the strategies they employ, changing how people collaborate to accomplish goals.



A large set of breakdowns in the human-computer interaction have been identified. These have been compiled (e.g., Norman, 1988) sometimes as “ways to design things wrong” from a human-centered point of view or as “classic” design errors in that they occur over and over again.  These problems include:



Bewilderment



For every user at some time, and for some users at almost every time, computers are hard to use, hard to learn, and puzzling to work with.  Even experienced users find that they don't remember how to do infrequent tasks, aren't aware of capabilities the system has, and end up with frustrating breakdowns in which it isn't clear how to proceed.  Many potential users of computer systems throw up their hands altogether because of the complexity (real or perceived) of the computer systems they encounter.



Overload



As computerization increasingly penetrates a field of activity, the power to collect and transmit data outstrips our ability to interpret the massive field of data available.  This problem has expanded beyond technical fields of activity (an airplane cockpit or power plant control room) to everyday areas of activity as access to and the capabilities of the Internet have grown explosively.  Our problem is rarely getting the needed data, instead the problem is finding what is informative given my interests and needs in a very large field of available data.  From email overload to the thousands of “hits” returned by a web query, people find that they don’t have the tools to cope with the huge quantities of information that they must deal with.



Error and Failure



Computerization transforms tasks eliminating some types of error and failure while creating new types of errors sometimes with larger consequences (Woods et al., 1994).  Some of the forms of error exist only in the interaction of people and computers, for example, mode error, as Norman (1988) puts it, if you want to create errors, “... change the rules.  Let something be done one way in one mode and another way in another mode.”



Clumsiness



Computer systems intended to help users by reducing workload sometimes have a perverse effect.  Studies have revealed clumsy automated systems (e.g., cockpit automation), that is, systems which make even easier what was already easy, while they make more difficult the challenging aspects of the job.  This clumsiness arises because designers have incomplete and inaccurate models of how workload is distributed over time and phase of task and of how practitioners manage workload to avoid bottlenecks in particular fields of activity.



Fragmentation and Creeping Featurism



As we continually expand the range of activities that people do with computers, we also tend to increase the diversity of ways in which they interact.  From the technical point of view, there is a plethora of “systems,” “applications,” “interfaces,” and “options” which the user combines to get things done.  From the human point of view, each individual has a setting of concerns and activities that is not organized according to the characteristics of the computing system, software application, or computerized device.  The machine environment becomes more and more complex and confusing as new technologies overlap in the service of the user's spheres of activity.



More to Know and Remember



Computer systems, despite their information processing and display capabilities, seem to keep demanding that users know more and remember more.  Enter a workplace and we almost always find that users keep paper notes as a kind of external memory to keep track of apparently arbitrary things that a new computer system demands they remember to be able to interact with the system.  There seems to be a “conspiracy against human memory” in the typical way that computer systems are designed (Norman, 1988).



Displeasure



In the early days of computing, the point was to get a job done, which could not have been done without the computer.  The “user experience” was not a consideration — if operators could be trained to do the ballistics or code calculations, that was sufficient.  In today’s computing world, the axis has shifted.  People use computers at their discretion, not just because they need the capabilities, but because they find the experience to be positive.  In many cases, they are bored, frustrated, or forced to operate in ways they don’t find appropriate.  The effect on how they respond is not just emotional.  It has a direct impact on their ability to learn and use systems effectively.  Concern with what is pleasing or displeasing to the user is not a “frill”, but a key tool in creating effective systems and deploying them to the people who need them.  The underlying principles of human-centered design apply for everything from weapons control systems to video games.



As computers become more pervasive in everyday life, people are increasingly confronted with interactions that are both important and difficult.  As computing systems and networks move into a central position in many spheres of work, play, and everyday activity, they seem to take on more functions and increase in complexity.  As a result, the kinds of breakdowns described above take on new urgency.



For example, there are an expanding variety of people using computers.  Computers are no longer the exclusive province of science and business.  We see computers in schools, in homes, in public spaces, and in every place where people lead their lives. A major goal of the government’s efforts in developing the information infrastructure is to bring universal transparent affordable access to an information society.  This universal reach magnifies the breakdowns, both in number and in consequences.



Systems have become more integrated and collaborative.  Most early computer systems were designed to get some specific task done.  Today, the “system” encompasses a wide variety of users and tasks within a closely linked collection of devices and activities.  The Internet can be thought of as an extreme example of this integration.  With it comes complexity and all the other problems mentioned above.



Increasingly, there is software that mediates the use of computer systems.  In an attempt to deal with the breakdowns of computing, a number of researchers and software producers are developing programs that can be thought of as “agents,” which mediate between a person and the computer systems that are useful to her or him.  The motivation is admirable, and sometimes these agents can be quite effective.  However, such mediators can create more of the complexity they are intended to reduce as well as create new forms or error and user frustration if they are not designed with human-centered principles in mind.



Ultimately, technological advances are needed but they are not sufficient to produce useful and successful systems.  The actual impact of technology change on cognition, collaboration and performance varies depending on how the power and possibilities afforded by technology are integrated into ongoing fields of human activity.  As Norman puts it, “technology can make us SMART and technology can make us DUMB” (Norman, 1993).  Our central problem is often not, can we develop it, but what should we develop.  Our central problem is not less or more technology, but rather skillful or clumsy use of the wide range of technological possibilities available to us.



1.4	The Strong Interpretation of Human-Centered Design



The goal for this workshop was to look beyond current directions and approaches in order to support future development of systems that are human-centered in ways that are now difficult or impossible to achieve.



For a truly human-centered design, we need to move beyond the current bounds of what is popularly thought of as “usability” or “user friendliness.”  We need to shift our focus beyond the immediate interactions between person and machine, toward the role those interactions play in a larger picture of human activity.



Norman (1993) indicated the challenge by rewriting the technology driven motto of 1933 world's fair to create a new, human-centered motto:



People Propose,



Science Studies,



Technology Conforms.

Basically, in a user-centered approach designers consider, up front, the impact of introducing new technology and automation on the role of people in the system and on the structure of the larger system of which the technology is a part.  Human-centered design is not a call for less technology.  In contrast it calls for developing technology that is adapted to the characteristics and pressures of different fields of activity.



This is a strong interpretation of the label “human-centered,” and we can characterize this perspective in terms of three basic attributes:  Human-centered research and design is problem-driven, activity-centered, and context-bound.



1.  Human-centered research and design is problem-driven.



We distinguish “problem-driven” research and development from “need-driven” and “abstraction-driven” as described earlier (although there is overlap).  A problem-driven approach begins with an investment in understanding and modeling the basis for error and expertise in that field of practice.  What the difficulties and challenges that can arise?  How do people use artifacts to meet these demands? What is the nature of collaborative and coordinated activity across people in routine and exceptional situations?



There is a particular perspective that emerges from being situated in a specific human problem situation.  The specificity of the problem gives both a focus and a context.  The powerful (and difficult) part is to use the specific problem as a grounded basis for developing generally applicable theories and mechanisms — to use the particulars as a lever, without reducing the project to special-case problem solving.



2.  Human-centered research and design is activity-centered.



In building and studying technologies for human use, researchers and designers often see the problem in terms of two separate systems (the human and the computer) with aspects of interaction between them.  Although this can reveal interesting questions, the focus is on the participants in isolation, not the activity that brings them together.  The strong interpretation of human-centered means that we are trying to make new technology sensitive to the constraints and pressures operating in the actual field of activity.



New possibilities emerge when the focus of analysis shifts to the activities of people in a field of practice.  These activities do or will involve interacting with computers in different ways, but the focus becomes the practitioner’s goals and activities in the underlying task domain.  The question then becomes (a) how do computer-based and other artifacts shape the cognitive and coordinative activities of people in the pursuit of their goals and task context and (b) how do practitioners adapt artifacts so that they function as tools in that field of activity.



3.  Human-centered research and design is context-bound.



Human cognition, collaboration, and performance depend on context. A classic example is the representation effect — a fundamental and much reproduced finding in Cognitive Science.  How a problem is represented influences the cognitive work needed to solve that problem, either improving or degrading performance (e.g., Zhang and Norman, 1994).  In other words, the same problem from a formal description, when represented differently, can lead to different cognitive work and therefore different levels of performance.  Another example is the data overload problem.  At the heart of this problem is not so much the amount of data to be sifted through.  Rather, this problem is hard because what data is informative depends on the context in which it appears.  Even worse, the context consists of more than just the state of other related pieces of data; the context also includes the goals, the expectations, and the state of the problem solving process of the people acting in that situation.



Working within a context and at the same time being able to generalize about that context is both fruitful and difficult.  The traditional power of the sciences comes from their ability to abstract away from the particular context of a problem, and to develop general rules or “laws” that can be stated in a context-free form (typically mathematical equations) and applied to a wide variety of problems and situations. Much of computer technology rests on a scientific and engineering basis of this classical kind, but when we approach the complexities of interactive human-computer systems, the questions that need answers are often not the ones to which formal context-free techniques apply successfully.



The three attributes of the strong interpretation of human-centered design make the problems of research and technology design much more challenging than they would be if the relevant domains were amenable to traditional formal modeling and prediction.  People with backgrounds and experience in classical areas of science and engineering often view the three characteristics of a strong human-centered view as reasons why there cannot be a coherent scientific and research agenda on human-centered systems.  We draw the opposite conclusion — the domain is challenging and will be advanced by new ideas, not just about the systems we design, but about the nature of design and research in human-relevant technologies.



These new ideas have begun to emerge and take hold over the last decade.  For example, one can point to a series of books that use the strong interpretation of human-centered as the basis for research and design — Norman and Draper, 1986; Winograd and Flores, 1986; Norman, 1988; Ehn, 1989; Norman, 1993; Hutchins, 1995; Billings, 1996. This framework has been used as the basis for research and design in



Computers in medicine (e.g., Cook and Woods, 1996; Smith et al., 1996),

Cockpit automation (e.g., Hutchins, 1995; Sarter, Woods and Billings, in press),

[others]



If it were possible to advance the design of human-centered systems within the traditional framework of research and development, we could avoid having to deal with these difficult issues.  But as the motivation for this workshop indicates, there is a broad consensus that there are problems and disappointments with today's computer systems that will require new thinking and new directions.  The rest of this report sketches an initial set of issues and questions that frame those directions.

1.5	How Do We Foster (Strong) Human-Centered Design?



When a person uses a computer, there are a specific set of interactions going on, which can be analyzed in terms of cognitive processes and usability considerations. While the detailed design of these interactions is important, it is only a part of the picture.  For a truly human-centered design, we need to move beyond the current bounds of what is popularly thought of as “usability” or “user friendliness,” bringing in a larger context.  We need to shift our focus beyond the immediate interactions between person and machine, toward the role those interactions play in a larger picture of human activity.  Figure 2 illustrates the relationships in a strong human-centered approach, suggesting revised priorities for research and design.



�



Figure 2: A Human-Centered Approach



This perspective begins with the activity of people and other components in complex networks of action, viewing each component as both a potential cause and a potential locus of change.  ‘Human centered’ implies putting human actors and the field of practice in which they function at the center of focus; this implies a ‘practice-centered’ approach that depends on a deep analysis of how people work individually, in groups, and in organizations, and of the actual demands of the field of practice (Ehn, 1989).



As an example, consider the use of the world-wide web for education.  The Web was developed in the technology driven style of Figure 1.  When it was applied to education, the obvious mode was to use its information distribution capability to automate the mechanics of traditional educational structures:  distributing handouts, automating exams, etc.  But a different starting point would take web-like mechanisms as a potential area of development, driven by considerations of what new possibilities they create for how education is done.  A constructivist approach is possible, in which students learn by doing and sharing what they do with other learners.  This might require rethinking some of the technical aspects of the web (e.g., the asymmetry of providing and receiving information), which might in turn lead to yet other uses.  By considering a specific context of activity (in this example, of facilitating the learning of a subject by some group of learners), there is a potential for creativity in all three circles, with each pushing the others.

In Figure 2, the context of the user’s activity is made explicit in the background circle.  The differences among applications, constituencies, and settings will require attention to different contextual factors for each design.  It is impossible to always consider all factors in interaction, and every design process will include simplifications and specializations of this general picture.  What we are arguing for in common is a focus — a stance — in which attention to the human and social context plays an explicit and central role in the design of any system.



2.0	Research to Advance Strong Human-Centered Design



We can identify directions for future research in terms of our goals:



Designing for the full diversity of what people do.

Putting people on top of the technology change curve.

Bringing a human scale to the increasing complexity of interacting with interconnected computer systems.



These are, of course, goals for success, not a recipe for how to achieve that success. The activities undertaken by researchers and designers will need to produce new understanding, innovate new ways to use technological powers, and be based on new ways of working together.



These advances have already begun paced by researchers and designers who step outside of traditional roles.  Those contributing to human-centered research and design of computing systems stand at the intersections of:



Research and design.

The lab and the field.

Individual and social perspectives.

Work activities and more playful, engaging activities.

Application and theory.

Technological areas of inquiry and behavioral/social science areas of inquiry.



Similarly, the issues that we raise in the following sections arise and will be solved by work at these intersections.



2.1	New Modes of Relating Design and Research: Complementarity



Research on human-centered design requires a complementarity between research and design because of the desire to influence what systems are developed and to make those systems more effective in terms of supporting people acting in some field of practice.



Building a research base that informs design means “... developing a theoretical base for creating meaningful artifacts and for understanding their use and effects” (Winograd, 1987, p.10).  In another way, the research needed to advance strong human-centered design should advance our understanding of the relationship between technology change and cognition, collaboration and activity.  This includes both how does technology change shape cognition and collaboration and how do people adapt technology to serve their ends.



In the sequential process diagrammed in Figure 1, there are independent research agendas for each of the circles, technological research; human factors research; and social impact research, each with their own well developed traditions, methodologies and established results.  But the shift to the activity centered, context-bound view diagrammed in Figure 2, requires a different approach grounded in data and theory on the relationship between technology change and cognition, collaboration and other forms of human activity.



There are several characteristics that reflect this complementarity of design and research in a strong human-centered agenda:



The designer, in part, becomes an experimenter because new computer based prototypes and systems also embody hypotheses about what would be useful,

The experimenter, in part, becomes a designer since aspects of technology become variables in studies to understand how technology change shapes and is shaped by human activity.

Converging studies help build a base of empirical results and models derived from the study of the development and use of artifacts in different contexts.

In turn, this broader knowledge about technology change and human activity helps guide and focus innovation and design practice for particular cases.



2.1.1	The “Experimenter as Designer” and the “Designer as Experimenter”



It is important to recognize that artifacts have a dual status: new computer based prototypes and systems exist as an object, but these designs also embody hypotheses about what would be useful, i.e., hypotheses about how technology change shapes cognition, collaboration and other human activities.



The possibilities of technology seem to afford designers great degrees of freedom. The possibilities seem less constrained by questions of feasibility and more by concepts about how to use the possibilities skillfully to meet operational and other goals.  Computer technology is very often justified based on predictions about how the new systems will improve aspects of human cognition, collaborations across people, or other aspects of human activity.



This means that designs embody hypotheses about the relationship between technology and useful changes in human cognition, collaboration, and activities.  The adaptive response of people and organizations to new systems tests the hypotheses about what would be useful embodied by particular prototypes or systems.  To develop operationally effective systems for particular contexts means designers, at least in the long run, should adopt the attitude of an experimenter trying to understand and model of the interactions of task demands, artifacts, cognition, collaboration across agents, and organizational context.  This data allows designers 



To see if their implicit models about the relationship of technology and human activity are on track,

To modify and develop better models for future development, and

To learn more about the field of activity to guide further innovation and concept generation.



This is a process of reflective design practice and serves as the base for deriving more generic lessons from particular contexts and systems.



From another point of view, it is important to see that artifacts play a role in most human activities, especially cognitive and collaboration.  As studies have shown (e.g., Winograd and Flores, 1986), technology change transforms cognitive and collaborative activity through the introduction of agent-like machines, through new couplings across people and through the introduction of tools that constrain cognitive work.  As a result, the introduction of new technology is a kind of experimental manipulation into an ongoing field of activity.  How do artifacts shape cognition and collaboration given organizational context and problem demands in a field of practice, and how do practitioners, individually and as groups, informally and formally, shape artifacts to meet the demands of the field of activity within the pressures and resources provided by larger organizations?  These are interesting questions to guide research about intercoupled systems of people and machines that perform or influence cognitive work and other human activities.



The development of prototypes and new systems is one important resource for advancing this research agenda.  New technology functions as a kind of experimental manipulation that can be exploited to help understand the dynamics of task demands, artifacts, cognition, collaboration across agents, and organizational context indicated by Figure 2.



2.1.2	Data and Theories about Sets of People Working with Artifacts within a Context



One of the problems posed by a strong human-centered approach is the development of research methodologies that can be context-bound yet still produce generic results.  If context is critical to design, then what can we say theoretically about context?  How do we identify the deeper factors at work behind the unending variety of individual settings and particular systems and technologies?



The needed research base can be built, and is in fact in the process of being built, from reflective investigations of practice and specific cases of technology and human change.  These studies:



Use technology as a variable in terms of how it shapes and is shaped by human activity,

Trace the impact of technology on human strategies, collaboration, and activities,

Identify how users adapt and reshape artifacts and their own strategies to accommodate the constraints of their activities and goals,

Document how technology change actually transformed what it means to act in some field practice.



A few examples of this type of research include:



Hutchins (1992) on the interplay of navigation tools and collaborative activity in maritime navigation,

Ehn (1989) on how the same technological power can be used in more technology driven or more work oriented ways,

Hutchins (1995b) on how simple artifacts influence the cognitive activities of the flight crew during a descent in commercial transport aircraft,

Cook and Woods (1996) on how physicians adapted to the introduction of integrated computer systems for patient monitoring in the operating room.

Fischer and his colleagues work (e.g., Fischer and Reeves, 1995; Fischer et al., 1991) on developing the critiquing style of cooperative interaction.



These kinds of studies:



Use actual situations as natural laboratories or as models for more laboratory based settings,

Are based on field oriented research techniques from direct observation, building corpuses of critical incidents, ethnography, and observing activities during simulated problems,

Tend to use protocol analysis to analyze the interplay of people and technology in the observed situations,

Allow the investigators to shape the conditions of observation through scenario design and through artifact based methods — where prototypes function as experimental probes,

Sometimes trace over time how groups of users change strategies and other activities in response to technology change.



How do we develop useful models that include contextual factors as fundamental parameters?  One approach is simply to model contexts explicitly, shifting the figure/ground relationship, so that what was previously background becomes a part of the representation which can be explicitly manipulated.  Often this provides useful insights and new developments, but in many ways it is a brute force method to deal with context.  It anticipates what aspects of context will be relevant and moves them into the foreground.  However, there are limits to what can be anticipated, and unanticipated situations are the norm, not the exception.



There is a need to develop a coherent and applicable context-bound theory that can serve as a basis for human-centered design.  For example, there are approaches (such as phenomenology, work analysis, ethnography) that attempt to deal explicitly with the interplay of context and action, for human activity in general. There are beginnings of design theories that are based on this work (e.g., Winograd and Flores, 1987; Hutchins, 1995a).



Inevitably, relevant theories will be ontological, not formal in nature.  That is, they will not provide a set of equations and formulas to be systematically applied, but will give a conceptual framework and orientation within which to develop systems.



2.1.3	Supporting Human-Centered Design and Innovation



The classical modes of theory application are based on formal methods that take research-derived knowledge (e.g., laws expressed in mathematical relationships) and apply them to the solution of practical problems.



In human-centered areas of inquiry, formal theories tend to be applicable only to narrowly circumscribed phenomena, while the practical problems depend on grappling with much wider and less well-defined issues.  This does not mean, however, that every problem is tackled from scratch with no means at hand for applying previously developed knowledge.  In design disciplines, principles, examples, and experience are applied in regular ways to solve specific problems and develop new designs.



In the design of interactive computer systems, we are still at an early stage in formulating the knowledge/practice base that can allow us to learn from the iterative design process and generalize beyond the specific artifact.  We do not yet have a good understanding of how the use of systematic (research-derived) knowledge fits in with creativity and user experience in the design process.



A priority for research activities is to develop methods where ‘generic’ research (grounded in, but not limited to, a specific situation) can be leveraged to provide better design guidance, reducing the need for costly iterative design and test.  To link research and design through methodologies that work in practice, we need to balance the quest for rigor and generality with the exigencies of the practical world.  There can be a spectrum of methodologies, from fundamental frameworks for problem setting to more specialized methodologies for dealing with specific problem types.



An example of this kind of link between research and design is occurring in a part of the work on computer-supported cooperative work (Grudin, 1994) where principles derived from studies of human-human collaboration, such as the common ground (Clark and Brennan, 1991), provide guidance about how to design displays of the current state and ongoing activities to support human-computer collaborations (e.g., explanations) and technology-mediated remote human-human collaborations.



Research relevant to design must be sensitive to but not overwhelmed by the constraints on actual development (e.g., production pressures).  For example, why do products demonstrate a “creeping featurism” that implicitly but inevitably produces operational complexities?  Since the computer medium is multi-function, it is easy to create more options, modes, menus, and displays--software can make the same keys do different things in different combinations or modes, or provide soft keys, or add new options to a menu structure; the CRT or other visual display unit (VDU) allows one to add new displays which can be selected if needed to appear on the same physical viewport.  What factors push developers to proliferate modes, to proliferate displays hidden behind the narrow viewport, to assign multiple functions to controls, to devise complex and arbitrary sequences of operation--in other words, to create devices with classic deficiencies that produce new cognitive burdens for users, more operational complexities, and new forms of error and failure?



The issue of creeping featurism also illustrates the need to broaden the view of what is being designed.  If a company designs a new navigation system for aircraft, the design needs to extend to corresponding changes in air traffic control and management roles and systems, maintenance systems, training systems, and more.  In the user’s world, devices are not used independently, but are part of an interacting network of equipment with interdependencies that are visible only through considering the field of activity as an integrated whole and are not visible when looking at any one of the designs in isolation.



Activity-based design moves away from the design of a particular software application or an individual computerized box toward the design of a working environment for the people active in that context.  Simply physically combining multiple devices and sources of data in a single multi-function computer systems is rarely sufficient to produce an activity-centered design and often creates new problems such as workload bottlenecks if developers do not have a good model of the integrated activities that can go on in that context (e.g., Cook and Woods, 1996).  Such integrated design is both technically and organizationally difficult, since it requires a view that does not divide neatly along the component lines of the computing systems or of the organizations that produce, disperse, and maintain them.



Activity-centered design considers the unity of different aspects of human cognition, attention, and collaboration that come together in a particular context.  As a simple example, a design for how an individual’s attention will be distributed and shifted among several tasks may cut across different systems (from the machine perspective), active machine agents and passive forms of visualization, and the interactions across multiple people in an open or more private workspace.  All of these elements influence whether people can focus on the right data at the right time in a changing environment depending on an unified understanding of attentional skill, visualizations that support control of attention, training experiences that

enhance attentional skills, active alerting or intelligent systems that cooperate smoothly rather than over-interrupt or interrupt in the wrong contexts, cooperative activity across multiple people depending on shared views and open workspaces.



Research on integration requires innovation both in the models that are used to understand and anticipate what human activity will be supported, and in the practical methods for design and development that allow for taking a human-centered view that cuts across traditional system boundaries.



Another broad issue that affects the quality of the computer systems that we design and build is how to close the gap between user-centered intentions and the technology-driven nature of actual design practice (Grudin, 1996).  It is relatively easy to subscribe to the ideals of human-centered design, and all designers in some sense believe they are taking a ‘human-centered’ approach.  But somehow the exigencies of design environments (organizational pressures, time pressures, economic pressures), and the overconfidence of designers in their own intuitions of ‘what the user needs’ often get in the way.



Design is a continual cycle, in which each level of design becomes an opportunity for testing the concepts and mechanisms that went into it.



Even commercial products represent temporary commitments in a larger cycle of feedback, evaluation, re-conceptualization, and design evolution.  There are different degrees of design plasticity at different points.  What can be changed early in the product definition stage will become frozen into place by the beta release.  Different product types carry with them different implications for successful design cycles, as do the different academic and industrial settings in which design work is done.



Today’s “seat of the pants” intuitions about the cycle of design, prototyping, and testing, can be augmented with more systematic understanding of the nature of this process, enabling human-centered design to be more effective and closer to the needs it is attempting to address (Poltrock and Grudin, 1994).  Thinking from a scientific/empirical perspective, we need to understand how to use artifact-based methods where prototypes function as a vehicle for learning — as a tool for discovery.  Each design is an experimental probe in the space of possible designs (Carroll, Kellogg, and Rosson, 1991; Woods, in press).  Along these lines, what role does the formulation and application of specific hypotheses play in the design of innovative products/systems?



A particular problem that arises at the intersection of design and research is- the “envisioned world problem.”  The design cycle as described in the previous paragraph implicitly assumes a fixed background — the needs and practices of potential user — which is “probed” by the experiments that are constituted by new designs.  But in many cases, the introduction of new technology will transform the nature of practice.  New technology introduces new error forms; new representations change the cognitive activities needed to accomplish tasks and enable the development of new strategies; new technology creates new tasks and roles for the different people at different levels of a system.  In other words, new technology is not simply an experiment, but is an experimental intervention into fields of ongoing activity.



The introduction of new technology changes the nature of the task, not always in ways that are anticipated, and not always for the better.  This has implications for how analyses of existing work practice are used to inform design, and implies a need for post-product release field work and other techniques to assess the actual impact of new systems on field practice (see for examples, De Keyser, 1992; Jordan and Henderson, 1995; Robert et al., 1996; Tschudy et al., 1996).  Research needs to address several related questions:



How can data collected at one time be applicable to design activities that will produce a world different from the one studied?

How does one envision or predict the relation of technology, cognition and collaboration in a domain that doesn't yet exist or is in a process of becoming?

How can we predict the changing nature of expertise and new forms of failure as the workplace or field of activity changes?



2.2	Developing Cognitive And Social Technologies to Complement Computational Technologies



In talking about the design of technologies, people often focus on the material or capabilities side:  a technology is a collection of devices, features and options which displays certain autonomous capabilities.  Technology driven research attempts to expand the power of those technologies.  One of the wide interpretations of human-centered is based on expanding the power of technologies that happen to be concerned with how computers interact with people (e.g., the acceptability, naturalness or intelligibility of machine generated speech).



But the strong interpretation of human-centered helps us see there are also “cognitive and social technologies” based on how technology shapes the cognitive and collaborative activities of practitioners (e.g., Winograd and Flores, 1986; Agre, 1995).  These are often better thought of as “methodologies,” techniques or ways of getting things, or as “conceptual properties” which are exhibited by manipulating properties of objects.  Strong human centered research is concerned with understanding these cognitive and social technologies which are expressed in the design of technological objects in relation to a field of human activity.



For example, based on analysis of how the human perceptual system functions (how we know where to look next in a changing natural environment) and based on innovative prototyping of designs, a generic but context-bound concept of “focus plus context” has been extracted (e.g., Lamping, Rao, and Pirolli, 1995; Woods and Watts, in press).  This concept has been shown to aid navigation in a large network of data or displays in multiple investigations in different fields of activities.  Another example derived from research on human-human communication is the common ground concept (Clark and Brennan, 1991).  This concept has been shown to be a basic aspect of cooperative work and has led to the design concept of a visible shared frame of reference that integrates current state and ongoing activities as part of an open workspace.  It has also been used to integrate state data and output from intelligent advisory systems to create more effective forms of explanation for real time environments.



In both of these examples concepts about how artifacts shape cognition and collaboration have been developed.  They illustrate the character of cognitive and social technologies. The development of these ideas opportunistically involved:



Observing people use artifacts in real contexts,

Extracting a common pattern of experiences or a phenomena including typical breakdowns,

Noticing how concepts from other fields (perception and linguistics) were relevant,

Innovating and creating artifacts,

Insight to extract a generic concept that goes beyond the properties of particular technologies and particular settings, but a concept that is useful to guide the use of technology in design for particular settings,

Artifact based investigations.



It is also interesting to note that the concepts are not about the technologies themselves (for example, they are not framed in terms of what it takes to build a computer system).  Instead, they express general characteristics about an activity that occurs in many settings and that inherently involves technological artifacts.  These examples illustrate the target of strong human-centered research and design, even though one cannot provide a list of such topics that should be investigated, since such insights are part of the research process itself.



2.3	Measures / Quality Metrics



In order for a discipline of human-centered design to become the basis for a community of practice, there need to be consensual understandings of what constitutes success.  If we have no way to measure whether a design result or a design process satisfies the criteria, than there can be no body of agreement about what is good and what should be done.



On the other hand, it is all too easy to misinterpret ease of measurement as indicating the practical value of a measure.  Many of the central elements of human-centered design, such as appropriateness to context, do not lend themselves to easy quantitative measurement.



Situated Measures



In finding ways to relate measures to overall qualitative assessments, research will be required to develop new kinds of situated measures.  These measures will need to be sensitive to the context of use and to the context of the design process.  They may differ for different points in the maturity cycle (e.g., assessing novelty vs. comparing commodities); for different software categories and genres; for different audience priorities (e.g., ease of use vs. functionality), and so on.



Resource Tradeoffs



Measures also need to be related to resource tradeoffs.  The question is not just how good a design is (with respect to some method for assessment), but how that goodness fits into a cost structure:  Given limited design funds, what would you invest in that would make the most difference?  This integration of assessment measures into cost structures has been explored in economics, and needs to be extended to make contact with measures of software design.



Predictive Measures



The value of measurements is in their use.  Post hoc use provides certain benefits, but even more benefit can come from predictive use.  The goal is to shortcut the trial and error process, to be able to anticipate results in certain dimensions without going through the expense of full design and implementation.  Developing predictive measures in the domain of human-centered software design is difficult. What kinds of predictions can you make?  What can be simulated?  How much can we shortcut the trial and error process?  It is clear that progress depends on building up the empirical base on “artifacts, their uses and effects.”



Complexity Measures



Many of the problems with current computer systems, as described in section 2, are exacerbated by complexity:  the complexity of software; the complexity of tasks; and the complexity of the overall environment in which the human interacts with computer-based systems.  In order to design for situations with inherent complexity, it will be important to have better measures of the complexity of an environment or task.  Complexity has been notoriously hard to measure in all but the most formalized domains (such as algorithmic complexity), and it is a challenge to devise measures that will have meaningful application to system design.



2.4	Examples of Contexts and Challenges in Human-Centered Design and Research



One of the fundamental tenets of human-centered research is that the research needs to be grounded in actual problem situations and contexts, or else it will abstract away from context in a way that severely limits its applicability to any situation.  This means that in order to achieve the theoretical research goals, we need to work in the setting of designing specific technologies.



The following are examples of design projects that could serve as a focus for theoretical development in human-centered design.  They are by no means the only such examples, and they will overlap with projects that are done from more technology-driven starting points.



2.4.1	Human-Centered System Integration



Earlier we mentioned the problem of fragmentation for users of computer systems.  As uses and user communities grow, there is an increasing burden on each user to master and move between multiple interactive modes and contexts in order to cope with the complexities of their computing environment.



Some designers have begun to explore a kind of system integration that is centered on the user’s experience, rather than on the underlying functionality of the systems.  The goal is to provide a consistent context that cuts across activities, applications, settings, sessions and the like, in order to bring order and uniformity to the user’s world.  As a simple example, I might want to take a figure from that paper I saw on the web yesterday and combine it with some text from an email I received last week, to include into the document I am working on today.  From a user’s point of view, these are pieces of material associated with particular events and topics in my environment.  In order to do this task with existing systems, I need to have mastered a complex set of operations for hotlists, file transfers, cut and paste of different media, etc.  In a user-centered integration, I would deal with them in terms of my field of activities, rather than in terms of multiple applications and commands.



Providing such an environment organized around user activities requires advances in modeling those user activities and linking such modeling results to computational mechanisms.



A key aspect of human-centered integration is the ability to provide coaching to users that is based on their previous activities and knowledge.  Rather than a generalized help command, a coaching system can provide guidance in context — both the context of activity at the moment, and the larger context of the user’s previous activities, preferences, specialized tools and tailoring, etc.  One obvious example of this is for users with disabilities, whose interactions with every system they touch will be shaped in parallel ways by the particular limitations on their use, whether it be lack of sight, inability to use a keyboard, or cognitive dysfunctions.



The work on user activity integration will require (and will inspire) research on shared context, control, intervention, attention and other phenomena of how people interact with the worlds they inhabit.



2.4.2	Integrated Collaborative Tools



With the recent — and quite sudden — emergence of mass-appeal Internet-centered applications, it has become glaringly obvious that the computer is not a machine whose main purpose is to get a computing task done.  The computer, with its attendant peripherals and networks, is a machine that provides new ways for people to communicate with other people.  The excitement that infuses computing today comes from the exploration of new capacities to manipulate and communicate all kinds of information in all kinds of media, reaching new audiences in ways that would have been unthinkable before the networked computer.



Communication is more than just getting items from one machine (or one person) to another.  It is based on the fundamental nature of language as a way of coordinating action and sharing meaning.  Supporting human communication well requires more than just having high bandwidth means of moving multimedia data.  It requires analysis and understanding of the communicative functions, and a corresponding direction of innovation in the design.



To pick a simple example, consider the distribution of information on the world-wide web.  Technology-driven research can speed up the transmission, provide for key-word search, and the like.  But what about support for considerations of value? What kind of mechanism is required for a reader to know what a given page means — in what context was it produced, for what intended audience, with what purpose in mind, with what degree of integrity?  These social dimensions are not reducible to HTML headers, but are of crucial importance to the practical use of information on the web.  Simple labeling schemes, such as PICS are an example of technologies being proposed to address this problem.  It is clear that the hard issues that PICS and its successors must address are those in the human domain.



PICS (and the whole internet, for that matter), can be thought of as a kind of collaboration tool.  But it is a fragmented collaboration tool without unifying modes and operations that cut across the different technologies.  The development of integrated collaborative tools will draw on the existing work on Computer-Supported Collaborative Work (CSCW) and will require new research that provides foundations for dealing with questions of trust, authority, and the ways in which activities by one party make claims on the attention of another.



2.4.3	Tools for “co-bots”



The shift toward a ‘human-centered’ approach changes the questions asked from how to compute better solutions to how to determine what assistance is useful, and how to situate it and deliver it in the interface.  Given the difficulties of developing broad artificial intelligence, one of the key challenges to the design of human-centered intelligent systems will be to structure multi-agent teams (that may include multiple persons and intelligent machine agents) to maximize the opportunity for correct problem solving and decision-making.  This requires the development of joint person-machine architectures that can effectively handle unanticipated situations.



We need to highlight the importance of considering the performance of the distributed joint person-machine system in designing and evaluating intelligent aids.  The challenge for human-centered research in support of this technology is to develop our understandings of:



Intervention modes in co-situated human-computer action

Cooperation, compliance, communication

Distribution of control/autonomy

Appropriate dimensions of co-adaptation (how the machine adapts to the human behavior and the human adapts to the machine behavior)



There is large base of good work to draw on in this area (cf. e.g., Roth et al., in press; Billings, 1996).



3.0	Models for Research and Education



The preceding sections propose research that will require innovative design of initiatives and projects.  These often will require forms of interdisciplinary knowledge and synthesis.  The following are examples of types of research initiatives that are likely to be a part of a strong human-centered research agenda.



3.1	Testbed-Style Research Projects within Situated Contexts



There is often a dichotomy between research activities and development.  Research is done in the laboratory, driven by a conceptual framework, while development is done in industry, driven by commercial practicality.  Some projects, such as the current Digital Libraries Initiative of NSF, ARPA, and NASA, have developed a model that provides a link between these two often-isolated ends.  The research is directed to long-term generalizable results, while being grounded in a specific situation of use and users.  The teams that work on the projects include computational researchers, designers, and social science researchers, who jointly analyze the needs, identify the problems, and set directions for design.



Problems come up in this style of work: resource conflicts between long term goals and immediate implementation needs; difficulties in cross-disciplinary discussion, especially during the phases when it can have most effect on the designs; and even lack of mutual respect among the disciplines.  However there are also important benefits that will pay off in the ability to develop theories and methods for human-centered design.  The model needs further refinement and exploration in future projects.



3.2	Human-Centered Reflection on Design Activities



In addition to working with projects that are created from the beginning to provide a testbed for human-centered design (as described in Section 2.5.1), it is possible to build human-centered observation into other design-oriented research projects, where the goal is to observe, not guide, the design process and its results.  A researcher concerned with questions about artifacts their use and effects can do prospective analyses, observations, and measurements of a project in a research lab or in industry.  The researcher would document the dynamics of the process and analyze it in terms of the criteria for human-centered design (both in how it satisfies those criteria and how it violates them).



3.3	Case-based Research



The integration of research and design in a single project is possible only in those limited cases where the funding and execution of the project is set up with a conscious effort to develop design knowledge.  However there is also a wealth of experience in projects that have already carried out design activities, which can be researched and analyzed on a post hoc basis.  This analysis can incorporate various methods of analysis, including ethnographic description, quantitative measures of resources and outcomes, and conceptual analysis of the kind that drives case studies in other professional disciplines, such as business, law, and architecture.



In software design, there is precious little analysis of past cases, either successful or unsuccessful.  The large-scale feedback loop on design is not working effectively, and most designers start with little or no awareness of lessons learned from previous efforts.  In a young beginning field, this is understandable.  But as computers move into their second half century, it is increasingly important to create ways of capturing and reusing knowledge from the collective experience of the field.



Research could both identify relevant cases and their features, and explore the ways in which the analysis of exemplars serves a role similar to (though not in the same style) the use of theory in other areas of technology.  A long term goal is to build a collection rich in diversity and make it widely available.  Working with a shared body of examples, researchers in the profession as a whole can identify the relevant consistencies and differences and develop a working vocabulary that serves in the practice of design.

This activity can include funding of individual case-based research projects, and also group efforts such as workshops and distributed material collection and analysis (using the web).



3.4	Researcher Training in Conjunction with Apprenticeship



In disciplines where the development of abstract knowledge is detached from questions of practical application (e.g., theoretical physics), the appropriate setting for training researches is the academic laboratory.  But in design, as in other professions such as medicine, the theory and practice are intertwined in a way that requires extensive experience in practice settings, combined with theoretical teaching.  This is true not just for students who will become clinicians, but also for those who will participate in medical research — the clinical aspects of training provide an understanding of the practice context which is critical to understanding medicine as a whole.



Software design (and, in particular, human-centered software design) requires the connection of theory and practice, context and abstraction.  It cannot be learned in academic isolation.  Students need to be able to connect to a real setting to understand the centrality of tradeoff problems in design.  Many students gain practical experience by working for software companies during summers, part time, or before entering graduate school.  But this experience is hit-and-miss.  There is no structure to provide directed mentoring and integration of practical and conceptual learning.



Programs can be developed under government sponsorship which make use of cooperation with industry to provide a well-designed and effective interweaving of academic and applied work to train a new generation of researchers who will have their feet planted firmly on both sides.  Many of the questions posed in the previous sections are difficult to solve, or even to approach, for researchers today who have not had this kind of experience.  They will ultimately be solved by the students who have a design-centered training that brings together the “strong” aspects of human-centered design.  The education, like the practice, needs to be problem driven, activity centered, and context bound.



4.0	Recommendations



The development of human-centered computing systems depends on empirical work, modeling, and design activity that is activity-centered, context-bound, and problem-driven.  Such work will make use of the possibilities afforded by the growth of technology and will rechannel technology development into new directions and uses based on the data, models and innovation in design.  This work is neither about people alone nor about technology alone.  Rather it is based on examining the mutual shaping of technology developments and human activity — research that cuts across traditional boundaries between disciplines.



Developing technology further in a context free manner (such as, higher resolution visual displays, large borderless display media, more natural sounding machine speech, and similar technology driven research questions in interconnectivity and other areas) can and does already go one.  Usability specialists already work in software development organizations to polish and refine products based on user testing prior to final release.  Social scientists already document the usually surprising changes in human activity produced by technology changes that have already occurred.  No initiative in human-centered computing is needed if the resulting activities match those in Figure 1.



The strong interpretation of human-centered research and design can lead us to see new activities that can be fostered and grown (Figure 2).  These activities are already underway driven by the commonplace failures of technology to meet user needs and the continuing allure of the new power and design freedom that technology creates.  The people who do this do not fit traditional categories:



They design and they collect data;

They are knowledgable about and develop technology, yet they are deeply interested in understanding and influencing the impact of technology on human activity (things that make us smart).

They work in the field influencing particular fields of activity, while they develop models, concepts and innovations that are relevant across fields of activity.

In product development, they are concerned with work activities (what is usable and useful) but also with what is desirable and engaging or even playful to people.



While these activities have been going on and continue to expand, these efforts are fragile because they do not have direct institutional support and roles.  Those located in design organizations can be overwhelmed by production pressures as the dynamism and pace of developing computer based products increases.  Some in research environments find it difficult to connect to people in actual contexts and fields of activity (or are not rewarded for connecting to such contexts).  Other researchers who work in particular “application” areas or industries must focus in on local improvements and moment to moment hot button issues.  Progress on understanding artifacts, their uses and effects, demands that we find ways to relax some of these constraints to build a research base that is relevant to design and to specific context.



Institutional investments can reinforce and grow the base of strong human-centered research and design.  The projects to be funded under human-centered initiatives should meet certain criteria.  Projects should:



Be activity-centered, context-bound, and problem-driven.

Include empirical studies and model building about how technology change shapes human activity and how human activity shapes technology development.

Develop generalizable phenomena, concepts and techniques that are relevant to specific contexts.

Address issues at the intersections of

empirical inquiry and design

the lab and the field

individual and social perspectives

work activities and more playful, engaging activities

application and theory

technological areas of inquiry and behavioral/social science areas of inquiry.



Link understanding human activity and the role of artifacts in human activity with the processes of creating designs as complementary and mutually informing activities, for example, through artifact based methods.

Foster innovation about how to use technological possibilities in ways that are useful and desirable to people engaged in different types of activities.

Develop human resources and expertise at the intersections of traditional areas of inquiry.  One example is the need to cross-train people so they can link together design, user testing, field research techniques, cognitive sciences, and prototyping technologies.



These are broad criteria to guide future research but they focus attention on a family of activities that are needed to meet Norman’s human centered motto and a family of activities that are not already being supported directly as part of the long term research infrastructure.
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1.0	Introducing the Issues



1.1	Organizational and Social Informatics in System Design



Computer systems have constituted a significant presence in American business, government, and cultural life for about a third of a century, and with each passing year they evolve rapidly in technical sophistication, in scope of use, and in processing power.  Despite the extraordinary advances achieved to date, a tone of concern has developed among the many scholarly disciplines which work with these technologies.  There is widespread agreement that we need new ways of thinking about computers and information technologies:  new conceptions of how computing fits into larger organizational processes; a better understanding of how the soft “human systems and skills surrounding the machinery contribute to the success or failure of the enterprise; improved theories about how decision-making activities are best distributed between humans and machines, and how the interior processes of machines can be represented symbolically so that human operators can really remain in control”; new ways to grasp the role of information technologies as arteries in vast communication networks of people, groups, and organizations. These are all major intellectual challenges for researchers in the years ahead.



Computer scientists, systems designers, and social scientists have come to realize that our individual intellectual disciplines have become dwarfed by the complexity, dynamism and scale of today's information technology.  Not only are the largest systems so complex that no individual can fully understand them or anticipate all their actions, but even those of us who work on particular pieces of systems have come to understand that to do our work well we must appreciate and anticipate the interactions of the hardware, the software that will run on it, the skills and purposes of the people who will use it, and the organizational and political environment in which the system is put to work.  In other words, the complexity, interdependence and social embeddedness of modern computer systems are mirrored in the intellectual challenges which individual researchers face.



Many of us have come to view the intellectual challenge facing us as envisioning, designing, and researching Human-Centered Information Systems for the next century.  This implies a shift in the ways we have been doing research towards a more inter-disciplinary approach in which the computer scientists, systems engineers, and social scientists collaborate together (Bowker, et al., 1997).  It differs from past practice in which computer scientists tended to focus on the development of hardware and software, and left studies of the actual uses and impacts of their systems (if any) to social scientists whose research was independent of the originators.  In practice, relatively little social research was carried out on the use and impacts of computer systems.  As a result, many systems which looked wonderful in a development lab failed to live up to their promise when placed in real-world settings because their designers did take account of important social relationships around system users (and others in their workworlds).  Conversely, many systems “work well” because of ways that users tailor them and work around some of their limitations.  Unfortunately, this kind of knowledge about the nitty-gritty practices of systems use has not filtered back into the education of systems designers and into a well organized body of knowledge that practicing designers can readily learn and follow.  The promise of human-centered systems is that knowledge of human users and the social context in which systems are expected to operate become integrated into the computer science agenda, even at the earliest stages of research and development.



Fortunately, we are not beginning in total ignorance of relevant principles.  For the last 20 years there has been a growing body of research that examines social aspects of computerization — including the roles of information technology in organizational and social change and the ways that the social organization of information technologies influence social practices (and are influenced by them).  This body of research is called Social Informatics (and Organizational Informatics when the focus is upon systems used within organizations).  The names social informatics and organizational informatics are relatively new.  But they are new labels that bring together studies that have been labeled as social impacts of computing, social analysis of computing, studies of computer-mediate communication, CMC, CSCW, and so on.  See the Social Informatics Home Page (http://www.slis.indiana.edu/SI) for a listing of research and teaching materials.



1.2	Opportunities and Crises in Systems Design



For some, the conclusion that our research agenda must change stems from a sense of crisis in current system design practice:  that there is a lag in the development of analytical approaches and institutions which can safely manage the greater complexity of today’s information systems, and in a way that will be more effectively human-centered.  For others, the need for change is demonstrated by spectacular failures of some very large systems which can be attributed to the combination of human and technological factors:  The Challenger disaster; the failures of air-traffic control systems (Stix, 1994) and long costly delays in the development of systems for agencies such as the Social Security System and the IRS; problems with the implementation of private enterprise-wide information retrieval systems such as SAP/ R3 — are all examples.



For others, there is less a sense of crisis than one of opportunity to advance our understanding of computers and communications in human society, and identify the principles of interactive complexity, human-machine interaction, and social embeddedness evidenced by state-of-the-art systems.  Here are some examples where technical and social issues are so intertwined in modern large-scale systems that they need to be examined in an integrated way:



Medical information systems constitute some of the largest and most complex computer applications in widespread use today.  Such systems include insurance record-keeping functions, as well as diagnostic and patient history information.  In many places, these systems are a kind of collage built out of separate modules, designed at different times for distinct purposes.  Increasingly, however, the value of such systems, whether for health care economists, office workers, epidemiologists, or physicians, depends upon the successful integration and combination of data from all these sources (the interoperability of the component systems).  This goal presents designers and researchers with tremendous intellectual challenges which are simultaneously technical and social.  Integrating these databases not only depends upon very fast filing and retrieval algorithms and powerful database software; it also depends upon overcoming differences in medical classification and nomenclature systems — understanding the knowledge domains to be represented and then developing standards.  Beyond knowledge engineering, such systems touch on ethical and privacy issues, from whom should gain access, to what kinds of personal and group membership information are appropriately stored and accessed alongside the medical data.  The systems also raise usability issues:  what kinds of people are expected to access them, in what kinds of settings.  Should they be designed such that they can be accessed only by technical experts with substantial training in the particular systems, or are they to be usable by novices with little training, using simple search tools?



In many businesses, computerized accounting systems appear like the layers of an archaeological dig, with newer systems built upon older systems, with the added dimension that large-scale information technology now makes possible the rapid transmission of this information across traditional organizational boundaries, as well as building into these systems various workplace surveillance capacities.  There is often no a central rationale or architecture for these diverse organizational accounting systems, and systems developers, analysts, managers and employees feel themselves caught in a web of overly complicated and redundant accounting schemes.  Such legacy systems “can take on a fragile inflexible quality:  changing any part of them is fraught with problems, not only because one is changing archaic code, but also because what seem to be harmless modifications of one part may prove to have unexpected, and occasionally disastrous effects on other parts of the system.



The proliferation of such legacy systems is one small part of the “productivity paradox” which refers to the discrepancy between the expected economic benefits of computerization and measured effects.  (See Harris et al., 1994; Landauer, 1995).  But the importance of the productivity paradox is not simply anchored in macroeconomic statistics; the paradox might be resolved by better average performance of computer systems in leverage organizational performance.  Even if average performance is improved, many managers and professionals can continue to see information systems whose use fails to improve economic productivity, and even occasionally becomes a barrier to workplace innovation and improvement. Solving these problems is not merely a matter of paperwork reduction.  It requires quite extensive mapping of work-task domains, understanding the interdependency of various computation tasks, mobilizing cooperation from all parties, and developing shared information standards and an acceptable system architecture.



One of the problems and scientific challenges we face is a lack of a coherent theory of human/system complementarity for complex work:  what should best be left to the human operators and what part to the machine, what routines should be built in so that each participant can check up on or remedy the actions of the other, how the forms of representation or knowledge-mapping of the machine should fit with those of the human, and so on.  There are theories for special cases, such as aircraft operations and statistical data analysis.  Older models of human-computer interaction did not model the kinds of scope and scale found in today’s high-complexity systems.  As a result, the opportunities for error in today’s systems, and the difficulties in identifying and correcting errors, proliferate.  Further, many of today’s computer systems are used to support human communication.  We have little systematic understanding about the role of face-to-face, telephone, and email in supporting effective communications.

Studies of the routine use and social impacts of computing are just now moving to understand uses and impacts where such dense and ubiquitous computerization already exists in an installed base.  Most of our conceptual tools were developed for understanding the automation of individual tasks, and are being extended to team-wide applications in CSCW studies.  Some information systems theorists have helped us to understand limited aspects of organizational-scale systems, while modern systems move towards inter-organizational networks and the computerization of entire industrial sectors.



The problem of standards is central to both legacy systems and the development of new systems and protocols.  Within the Internet, for example, there are more than 100 accepted standards, and more on the table being reviewed.  Attention to the problems of standardization has been relatively sparse, given the magnitude of the problems spawned by mismatches and proliferation of standards.  There is both a need and an opportunity for a joint social, organizational, and technical analysis to understand the prospects for effectively developing various kinds of standards.



The ease of use of computers – usability – remains a critical issue, in part because ordinary users embrace ever more complex and larger-scale applications.  Email, once the province of a small world of computer scientists and engineers, is rapidly becoming commonplace.  Active professionals are experiencing email overload, and good social conventions for filtering, pacing, and even discarding email, are lagging behind the growth of mail (Yates and Orlikowski, 1992; Kling and Covi, 1993).  At the same time, the Internet itself, including commercial carriers such as AOL, groans under the traffic and backs up.  The two phenomena together threaten a kind of email gridlock, with deleterious consequences for individual and social productivity.



This state of affairs offers us the possibility of understanding emerging communications conventions, of action research into the dynamics of the network, and of understanding the role of email in the work process.  It raises a host of intriguing research questions, from the role of trust in electronic communication, to the conditions for sharing versus hoarding knowledge, to the spill-over effects of shared information (Kraut and Attewell 1997) to the role of electronic communication in drawing peripheral members of organizations closer into the mainstream (Sproull and Kiesler, 1991).



A similar situation exists with proliferation of information on the Internet or World-Wide Web.  Many social, information, and computer scientists are interested in better indexing, cataloguing, and filtering mechanisms for the information found on the Web.



2.0	When Should Computer Systems be Called Human Centered?



We began our group discussions by examining the term “human centered” and tried to characterize it clearly.  We were specially concerned that the term “human centered” could easily become a trivialized buzzword that could casually be slapped as a label onto any computer application that seemed to help people.  We did not believe that certain kinds of applications, such as medical diagnostic aids, should be automatically be called human-centered because improved medical diagnosis can help people.  For example, a medical diagnostic system whose logic is difficult for a doctor to comprehend or interrogate would not be very human-centered.



Thus, we spent considerable time answering these questions:



What are the meanings of human-centered that justify a new label?  What research questions would there be?  What do we know about the organizational and social aspects of computer systems that sheds light on human centered systems developments?  The following paragraphs summarize our deliberations.



There is no simple recipe for the design or use of human-centered computing.  Our group agreed, however, that the analysis of any aspect of systems should take into account at least four dimensions of human-centeredness:



1.   There must be analysis which encompasses the complexity of social organization and the technical state of the art.  The analysis cannot be based upon a vague idea of what a generic individual would like, sitting at a keyboard in social isolation or in a stereotypic situation that effectively ignores the varieties of concrete social locations.



The computing world has developed a number of such generic scenarios, such as 4A — in which any one can get any document anytime and anywhere.  There are instantiations of 4A — such as providing any researcher all of the documentary materials that they want for their research, even if they are traveling for a month; or providing any doctor with a complete medical record for any patient, anytime, anywhere.  We can appreciate the practical value and symbolic power of these crisply stated goals.  But they too easily trivialize the concept of human-centered system by homogenizing people and places into “everyman” and “everywhere.”  The various roles that people play in work groups are ignored and stereotyped.  The ways that organizations structure information is also treated only as a barrier, unless materials are accessible 4A.  The different kinds of resources (and skill sets) of organizations and groups are also all homogenized in 4 A scenarios.



In contrast, a human centered analysis must take account of varied social units that structure work and information — organizations and teams, communities and their distinctive social processes and practices.



2.   Human-centered is not a “one-off” or timeless attribute of a system at a given point in time.  Rather, it is a process, one which would take into account how criteria of evaluation are generated and applied, and for whose benefit.  It would include the participation of stakeholder groups – such as involving patient groups in the development of specialist medical technologies, or teachers in the development of instructional technology.



3.   There are important architectural relationships, such as the question of whether the basic architecture of the system reflect a realistic relationship between people and machines.  As with the architecture of buildings, the architecture of machines embody questions of livability, usability and sustainability.



4.   The question of whose purposes are served in the development of a system would be an explicit part of design, evaluation and use.  Thus the question of whose ideas get put into the design process is an important one for human centered systems.  As well, the question of whose problems are being solved is important — systems which seek only to answer a very narrow technical or economic agenda or a set of theoretical technical points do not belong under the “human centered” rubric.



2.1	What is and isn’t HCS



There is no single recipe for human centered design. Given that humans are so diverse, by nature human centered designing tends to be tailored, rather than mass produced.  “One size fits all” seems distinctively non human-centered.  On the other hand, we don’t believe that complete tailorability results in human centered systems, because few people have the time or interest to effectively learn how to tailor thousands of features in complex computer systems.



The question of what is and isn’t HCS may be divided into four parts:



What do we mean by human?

What is a system?

What are the goals of a human-centered system or process?

What are the processes associated with HCS?



2.2	What Do We Mean by Human?



We use the word human to mean a person with activities who participates in some workworlds, communities outside of workplaces, and a lifeworld.  We don’t use the term human to refer to a disembodied task, or to a set of cognitive processes. Humans are not divisible up into component parts such as tasks.  Thus, a design which optimizes for performance of a data-entry task but which does not take into account ergonomics, organizational reward structures, and the other tasks, activities and feelings a person brings to the job is not effectively taking the human into account.



People are not stand-alone organisms — we are quintessentially social and collective, not just individuals — or individuals in a diffuse social world.  We do not use the term “human” to refer to individuals working alone or to a set of cognitive activities. For use, the term human includes and goes beyond individuals and their cognitions to include the activity and interactions of people with various groups, organizations, and segments of larger communities.  Thus, for example, we would view the appropriate communication systems to support distance education to be those which students to communicate with instructors and with each other, and not simply to download files and upload from an instructional site.  Further these systems should be organized in ways that fit students’ lifeworlds (ie., not require forms of connectivity that students could not sustain at home) and also enable communicants to develop some knowledge of and trust in each other.

People adapt and learn, and from the point of view of systems design, development and use, it is important to take account of the adaptational capabilities of humans (Dervin, 1992).  Something that freezes at one development stage, or one stereotyped user behavior, will not fit a human centered definition.



Finally, it is worth noting that human systems are just as complex as technical systems (if not more so!).  That is, although there is often a “it’s common sense” approach to defining what is human and what human problems and challenges should be, the answers are no less complex than building a highly complex technical system.



2.3	What is a (more) Human Centered System?



Having characterized the meaning of “human,” we can then better characterize human-centered systems?



First, design predicated on merely replacing human activity or automating is not human centered.  That is, systems which do this may be interesting, but are not per se human centered — in fact they may act to the detriment of humans in particular situations.



Human-centered systems are designed to complement humans skills.  The impetus to build such systems are based on human needs, for information, assistance, or knowledge.  We recognize that the conditions under which people use such systems vary considerably.  An aircraft navigational system might remove significant control from a pilot and use a logic that is difficult to explore when a plane is flying at 200 mph near ground and other planes.  In contrast, a medical diagnostic system might have to be designed so that a doctor can examine how it weighed evidence and a rule-base to make a specific diagnosis.



HCS designers recognizes that computer systems structure social relationships, not just information.  (For example, email systems that order messages for a person to read based on criteria such as recency or length also influence the recipients’ social relationships by encouraging attention to some messages and their senders rather than others).  So the analysis which informs design is not just about optimizing the technical capacities of the machines, but also recognizes and respects the organizations or other forms of human social organization (such as the family or the classroom) into which they are being inserted.



HCS design should take into account the various ways that actors and organizations are “connected together” with social relationships, as well as information flows and decisional authority.  For example, changes in a classroom may produce changes in the students’ families if children encounter new opportunities to explore ideas freely.  While we can’t predict all such outcomes, human-centered systems designers should be cognizant of the possibility via analysis of systems’ use in some very realistic contexts.



2.4	What Goals Best Describe a Human-Centered System or Process?



The holistic attitude of Human-Centered systems designers toward a person and their lifeworld is important.  Since people are not reducible to a set of component tasks taken out of context, the strategies of Human Centered Systems design — and technologies to support them — should reflect this complexity.



There are two senses of the term “ecology” that illustrate this (Star, 1995b).  The goals of a human centered system (or process) would be ecological in the sense of accounting for the larger picture of systems development and use.  For example, displacing work does not make it go away.  A system which is used to replace all the secretaries in a firm, while requiring extra hours of other employees to make up for the loss of services, has not accounted for the real organization of work.  Fuller (1995) coined the term “cybermaterialism” to refer to the analytical approach in which the analyst is specially sensitive to the ways in which computerization reorganizes work and costs rather than simply reducing or eliminating them. As well, there are larger scale issues of infrastructure development, ethics and humaneness which are important; for example, the Computer Professionals for Social Responsibility guidelines for NII development suggest ethical as well as ecological approaches to infrastructure development that clearly have a place in discussions about human-centered computing (http://www.cpsr.org/cpsr/nii_policy).



Human Centered System designers would also ideally be ecological in terms of global concerns, and take into account issues of environmental sustainability.  In this, by implication, we do not necessarily accept that only humans are important.  A system which monitors acid rain or tree disease has wider natural implications as well.



The goals of a human centered system are not fixed once and for all, and then good for all contexts.  People who user systems must be able to help define what they need systems to do (usually); it certainly means not just testing design when one is well down the design path, after it is too late for good user feedback.  In this, we see a desirable shift from passive users of systems to more active participants in systems at all developmental phases.



Human Centered System designs must also scale up to become non-trivially human centered, and often here the values and implications for impacts change significantly. What works for a small group in a laboratory may entail larger scale issues which look different — for example, privacy changes a great deal with larger groups, with lack of face to face accountability, and as systems move from the lab to the real world (Clement, 1994b).  In this, the goals of human centered systems design should be congruent with social sustainability as well as environmental sustainability; analysis of policy and political implications especially with scale are important to defining a system’s goals.



Finally, the system designers should use the best available social science knowledge in addressing all of these above points.  Interdisciplinary teamwork is crucial to making this practice workable.



2.5	What are the Processes Associated with Design, Use, and Analysis of HCS?



How does one design, use and analyze human centered systems, according to the above precepts?  Our group recommended several foci, including but not limited to the following:



a.   One should take cognizance of multiple media (paper, computing, video, conversation, etc.) in the process of design.  That is, information systems are always part of a large ecology of communicative devices and conventions, ranging from conversations to faxes and post-it notes.  The interaction of these media is important for understanding the big picture of design in a human centered sense.



b.   Human centered analysis would also extend to infrastructure and standards.  That is, the usability of a system depends on infrastructural configurations of all sorts. Computers sent to a developing country without knowledge of the problems with its power grid and the dust-filled atmosphere may fail for reasons other than pure design; systems which work well for one group but violate existing standards in use for another will also not work.



c.   Technology does and will not solve social justice problems.  For example, putting more computers into inner city classrooms will not per se increase literacy.  This is important to a human-centered approach, as is a certain modesty about systems capabilities.  Sometimes “less is more”, and the system which is helpful as a tool in solving a particular problem may not always be the most elegant technically.  From a human centered perspective, ‘pretty good systems’ are sometimes the best systems.



d.   Another part of human centered designing is articulating the values that are at stake in design processes themselves.  This means examining the values of both designers and of the intended systems audiences and also being able to identify value-conflicts.  This is only partly managed by user participation; it also requires ethics and values analysis for which it may be valuable to involve professionals who are very skilled in analyzing social values and social change.



e.   Finally, in the design of human-centered systems, machinery should not be anthropomorphised.  Machines should extending human capability as gracefully as possible.  In line with the value of not simply replacing humans, human-centered system designers must know the limits of machines in a specific social order, and not impute certain human properties to them, such as fairness or objectivity.



3.0	State of the Art



We identified a body of research that is fundamental for anyone who wishes to understand how human centered systems can help or hinder organizations and social groups.  In this brief review, we separate the research into five categories: evaluation and usability (including user centeredness); problems, paradoxes and overlooked social realities; organizational and group and community processes; co-design and design issues; and infrastructure, person power and training.



3.1	Evaluation and Usability (including user centeredness)



There is a large body of research on the evaluation of systems, interfaces, and usage at the individual level (see e.g. Bishop and Star, 1996; Hewins, 1990).  Task analysis — an individual system user and her tasks — are also well understood.  However, human centered systems have to be workable for groups.  Some recent research has begun examine these issues at the group, organizational and community levels.



3.2	Problems, Paradoxes and Overlooked Social Realities



Much of the research about the social and organizational aspects of systems has pointed out actual and potential problems with design and use.  In broad brush strokes, these include the following topics:



1.   Computerization is ongoing, along with other organizational processes, rather than one-shot.



The computerization of common organizational activities, such as accounting, inventory control, or sales tracking, is not a one-short venture.  Computerized systems that are introduced at one time are often refined over a period of years (Kling & Iacono, 1984), and periodically replaced by newer systems.  Some computerized accounting systems have histories of 30 or 40 years (McKenney and Mason, 1995), and 10-20 years is quite common in manufacturing.



The decade-long time frame for the life of many computerized systems makes their adaptability to changing working and operational conditions an important aspect of human-centeredness (Zmuidzinas, Kling, and George, 1990).  However, adaptability alone is not a sufficient condition for an information systems to be human centered. Software AG’s SAP R/3 Enterprise Integration system is an interesting case in point. SAP requires that standards be set across an organization, but also allows many parameters to be tailored.  Many large firms, including Corning, Compaq, Chevron, Borden, Owens-Corning, Mentor Graphics, Fujitsu, Dell, Apple, IBM and Microsoft are using SAP to help integrate far flung operations.  It is common to have 8,000 data tables in an SAP database (Xenakis, 1996), and it is easiest for firms that have high levels of administrative centralization to decide upon parameters for geographically decentralized operations.



Because the customization is very complicated, some firms restructure the way that their people work and even their business policies rather than completely tailor SAP’s R/3 (White, Clark, and Ascarelli, 1997).  SAP is not a “human-centered system;” it is a strong example of an “organization centered system” that makes exceptional demands upon people to use it effectively.  SAP is an interesting contrast to the kinds of Human Centered Systems (and design principles) that this research program should promote.



This discussion breaks new ground because we know relatively little about the conditions under which computer systems that are very human-centered also provide strong organizational support, and vice versa.  Some readers have been surprised by our treating organizational-centered and human-centered systems as potentially very different.  In our view, we will make more research headway by not automatically identifying human-centered with organizationally-centered (any more that we would say that all organizational structures and practices are always good for an organizations’ employees, clients, etc.)

2.   Neither technical excellence or market share alone define system survival. “Network externalities,” on the other hand, can play a substantial role in the sustainability of system.



Economists have demonstrated the “path dependencies” associated with technical standards (Antonelli 1992).  The analysis of these effects was inspired partly by the economics of telecommunications systems, in which subscribers often have an economic incentive to connect with the largest network (Cristiano, 1992).  Computer users, likewise, often have economic reasons to adopt the dominant standards in information technology, even in cases where another standard might be preferable on narrow technical grounds.  This phenomenon has profound consequences for the dynamics of competition in IT markets (Farrell and Saloner 1987), and consequently for policy as well (Kahin and Abbate 1995).  Standardization also has broader economic consequences; research on business information (Bud_Frierman 1994; Bowker, Timmermans and Star, 1995), for example, has pointed to the mutual reinforcement between communication technology (which allows information to be transferred from dispersed locations to centralized offices), information technology (which increases the incentive to centralize information by making it easier to process), and the standardization of products and practices (which makes the various elements of accumulated information commensurable).  The resulting economies of information ought to have pervasive consequences, although the nature and magnitude of these consequences remain controversial (Babe 1994).



Operating systems, such as UNIX or Microsoft Windows, were not necessarily the technically best alternatives when they were widely adopted.  However, each of them was part of a larger matrix of social/technical systems and resources.  UNIX was distributed as an “open system” to academic computer science departments whose technically inclined students were able to enhance it, and who sought it in the engineering labs and product development firms that employed them after graduation.



Microsoft Windows was, in some ways, technically inferior to IBM’s OS/2.  But the set of software companies that were willing to support Windows vastly outnumbered the number of firms that were willing to support OS/2.  Neither of these observations about UNIX or Windows means that they were “poor technologies.”  Rather, we are noting that technologies become popular for reasons that are sometimes quite different from their technical strengths and weaknesses. Conversely, technologies can fall in popularity because of declining network externalities.  For example Windows 95 is not quite as refined as the Apple Mac operating system; but Microsoft has out-marketed Apple in ways that lead software developers (and then the market) to shift away from Apple.



In a similar way to UNIX and Windows, SAP /R3 (and its enhancements) may become a commonplace Enterprise Integration system because of externalities, such as the extent to which consulting firms recommend it (White, Clark and Ascarelli, 1997) and offer training to help firms adopt it and tailor it.



3.   There is a significant gap between the productivity that should result from the nation’s investment in computer systems and the actual productivity gains in the economy.



The discrepancy between the expected economic benefits of computerization and measured effects has been termed “The Productivity Paradox,” based on a comment attributed to Nobel laureate Robert Solow who remarked that “computers are showing up everywhere except in the [productivity] statistics.”



Many analysts have argued that organizations could effectively increase the productivity of white collar workers through careful “office automation”.  There is a routine litany about the benefits of computerization:  decreasing costs or increasing productivity are often taken for granted.  In the last few years economists have found it hard to identify systematic improvements in United States national productivity which they can attribute to computerization.  Although banks, airlines and other United States service companies spent over $750 billion during the 1980s on computer and communications hardware — and unknown billions more on software — standard measures have shown only a tiny 0.7 percent average yearly growth in productivity for the country’s service sector during that time.  (Productivity growth in many sectors of the United States economy was much lower since 1973 than between the end of World War II and 1973.)



In the mid-1990’s, US National productivity has been closer to 2-3%/year.  Macro economists see this as a workable growth rate, but it has also lead to income stagnation for many middle class families.  It is also tiny relative to the 25%/year improvements in the cost/performance of computer hardware.



Research identifies many common social processes which reduce the productivity gains from computerization.  Many changes in products and ways of work that come from computerization, such as improving the appearance of reports and visual presentations or managers being able to rapidly produce fine grained reports about their domains of action, often do not result in direct improvements in overall organizational productivity.  Numerous accounting reports may give managers an enhanced sense of control.  But managers may seek more reports than they truly need, as a way to help reduce their anxieties about managing.  (SAP /R3, for example, can provide rapid access to transaction level detail about operational activities in diverse divisions of a multinational firm; a manager in San Jose California can readily track daily inventories in Munich and Melbourne).



Similarly, some professionals may be specially pleased by working with advanced technologies.  But much of the investment may result in improving job satisfaction rather than being the most effective means for improving organizational productivity.



There are good diagnoses of the productivity process (and paradox) with respect to linkages between individual and organizational scale behavior (but not yet a clear solution) (See Harris et al., 1994; Landauer, 1995; Attewell, 1996).



4.   Workable computer systems are usually supported by a strong socio-technical infrastructure.



The “surface features” of computerization are the most visible and the primary subject of debates and systems analysis.  But they are only one part of computerization projects.  Many key parts of information systems are neither immediately visible or interesting in their novelty.  They include technical infrastructure, such as reliable electricity (which may be a given in urban America, but problematic in many Third World countries, in wilderness areas, or in urban areas after a major devastation.)  They also involve a range of skilled-support — from people to document systems features and train people to use them to rapid-response consultants who can diagnose and repair system failures.  System infrastructure is a socio-technical system insofar as technical capabilities depend upon skilled people, administrative procedures, etc.; and social capabilities are enabled by supporting technologies (i.e., word processors for creating technical documents, telephones and pagers for contacting rapid-response consultants).



Much of the research about appropriate infrastructure comes from studies of systems that underperformed or failed (Star and Ruhleder, 1994; Kling and Scacchi 1982).  The social infrastructure for a given computer system is not homogeneous across social sites.  For example, the Worm Community System was a collaboratory for molecular biologists who worked in hundreds of university laboratories; key social infrastructure for network connectivity and (UNIX) skills depended upon the laboratory’s work organization (and local university resources) (Star and Ruhleder, 1996).  Star and Ruhleder found that the Worm Community System was technically well conceived; but it was rather weak as an effective collaboratory because of the uneven and often limited support for its technical requirements in various university labs.  In short, lack of attention to local infrastructure can undermine the workability of larger scale projects.



There is a small body of research that amplifies these ideas. Web models of computing (which are not related to WWW) treat the infrastructure required to support a computerized systems as an integral part of it (Kling & Scacchi, 1982; Kling, 1992).  Star and Ruhleder (1996) have also shown that there are subtle individual and organizational learning processes underlying the development of local computing infrastructure (including the ability of professionals with different specialties to communicate about computerization issues) (see also Star, 1995b; Ruhleder, 1995 ).



3.3	Organizational, Group, and Community Processes



There is a solid body of empirical and theoretical work which identifies a variety of processes at scales above the individual.  Among the points made in this research are the following:



1.   Information sharing in groups can be supported by computerized systems, but organizational incentive systems play a major role in influencing the extent of information sharing.



One of the capabilities enabled by shared databases is the possibility of groups sharing data/information that was previously inaccessible in a timely manner, if at all. It is easy to identify examples, such as airline reservation systems where shared databases of seats on flights enhance the quality of service to passengers and the operational efficiencies of the airlines.  Information sharing is technologically enabled by most computerized information systems; and some systems attract managers and professionals because of new kinds of information sharing that they enable.  (For example, SAP /R3, as discussed above, can provide rapid access to transaction level detail about operational activities in diverse divisions of a multinational firm.  Intranets seem to becoming popular for enhancing the flow of certain information across the boundaries of organizational subunits).



Much of the value of groupware applications, such as Lotus Notes, hinges on the promise of professionals’ sharing narrative materials — such as client studies in multi-office consulting firms, country-specific market-intelligence in multi-national firms, and software bug fixes in a vendor’s technical support office.  Careful research finds mixed support for the value of these applications (Orlikowski, 1993; Orlikowski, 1996, Ciborra and Suetens, 1996).  Each of the studies just cited found some examples of Lotus Notes’ use, but only staff in the technical support office made extensive use of Notes for routinely sharing information.  In many consulting firms there is a negative incentive for consultants to share reports; they are rewarded for the time that they can bill to their clients and — to some extent — for demonstrating unique expertise (Orlikowski, 1993).  Managers at a French (national) public utility company had hoped that their staff would use Lotus Notes to share information about market conditions, but they did not alter their organization’s reward system to compensate for the time involved in creating online reports.  While a pilot group was highly enthusiastic to share information via Notes, the project “lost momentum” as other groups were asked to participate (Ciborra and Suetens, 1996).  In contrast, a small technical support workgroups in which technicians helped each other with problem call before they used Notes, found Notes to be a helpful extension of their preexisting cooperative practices (Orlikowski, 1996).



2.   People who use computerized systems are often using multiple media.



Much of the writing about computerized systems tends to focus on the digital media that is part of the official systems design.  But we know that people also other media, such as paper and telephone, as part of their work.  In the case of digital libraries, some analysts take notes on paper about materials that they find on-line (Levy and Marshall, 1995.  Scholars who read electronic journals often print out long articles onto paper for sustained reading and markup (Kling and Covi, 1995).



In an intriguing kind of example, air traffic controllers use paper “strips” for key information about flights in their sectors; and to share it when they pass control over an aircraft to a colleague (Stix, 1994).  Stix (1994) article reports that recent efforts to develop a completely electronic flight control system lead to efforts to replace paper strips with unwieldy databases with dozens of fields.







3.   The routine use of computer systems often requires articulation work.



The concept of “articulation work” characterizes the efforts required to bring together diverse materials or to resolve breakdowns in work (such as clearing a paper jam when printing a long electronic document to read).  In a provocative study, Gasser (1986) found that anomalies were common in many use of computer systems, and that professionals often developed informal (and sometimes strange) workarounds to compensate for recurrent difficulties.  Suchman (1996) observes how articulation work is often invisible to people who are not close to the place and moment of working.  She also notes that articulation work can require notable ingenuity, but that higher status professionals (and managers) who are buffered from the details of computer work, tend to trivialize the nature of the work to be done.  To the extent that high status professionals and managers who can delegate most of their work to others are male, and that many of the clerical and technical staff who do the work are female, there is also a gender politics to articulation work. But Schmidt and Bannon (1992) argued that articulation work is so pervasive that (humanly) effective system designers have to routinely examine how new systems reduce, increase, or reorganize articulation work.



4.   It is critical to comprehend the use of many computerized systems in terms of specific social units, such as workgroups, teams, local communities and communities of practice.



It is common for systems designers to conceptualize computerized systems in terms of organizations and individuals (“users”).  But there are important intermediate levels of social organization between individuals and the larger collectivity.  In practice, workgroups and teams (Galegher, Kraut and Egido, 1990; Ciborra, 1996; Tyre and Orlikowski, 1994) have proven to be critical social groupings which shape the use of computerized systems. (See below for some examples).



Brown and Duguid (1991) coined the term “communities of practice” to refer to people who are concerned with a common set of work practices.  They are not a team, a task force, and not even necessarily an authorized or identified group. People in CoPs can perform the same job (but work in different places much of the time, such as field service engineers), collaborate on a shared task or work together on a product.  They are peers in the execution of “real work.”  What holds them together is a common sense of purpose and a real need to know what each other knows.  There are many communities of practice within a single organization and most people belong to more than one of them.  Some research shows that communities of practice are the appropriate groups for learning how to best integrate new computer systems into real working practice (George, Iacono & Kling, 1995; Jones, 1995).



Local communities, as well, can be important units of analysis and frames of reference for human centered computing.  “Community information systems” may mean organized information provision to special constituencies (e.g. cancer patients, small business owners, hobbyists), or it may be geographically local provision of services, including freenets and other public computing facilities.  For more information on this, Prof. Ann Bishop has offered to share her syllabus from the University of Illinois for a graduate class, Community Information Systems (http://alexia.lis.uiuc.edu/gslis/courses/syllabi/450CI.html).



5.   Communication is a key value for many users of computer system (even where that has not been an explicit or high priority goal).



For example, email was the “killer application” that drove up the use and demand for the Internet (in contrast with file transfer).  Bullen and Bennett (1996) found that email was the most frequently used application within workgroups that used office suites that included group support functions (such as calendars).



6.   There is an understanding of emergent social psychological processes when individuals work together in groups with computer networks.

  

Social processes in groups that use electronic mail have been the subject of substantial research.  We understand that email can reduce the contextual cues in messages (Sproull and Kiesler, 1991), and that flaming can result as a byproduct of people misunderstanding other’s intentions.  We also understand that people’s who have on-going work relations can be very cognizant of social norms beyond those of the electronic workspace, and that these norms can reduce the frequency of phenomena such as flaming (Lea, O’Shea, Fung, and Spears, 1992).  In some workplaces, people use email quite strategically (such as to convey bad news (Markus, 1994).  There have been some systematic studies of the dynamics of groups online (see Sproull and Kiesler, 1991 for an introduction).  One important finding is that email can gives greater visibility to “peripheral workers” — those who are lower in social status, who work in distant location or in different time schedules that the more mainstream workforce (Sproull and Kiesler, 1991, Hesse, Sproull, Kiesler, and Walsh, 1993).  There is as well a related important body of work on scholarly communication which represents similar processes (Doty, Bishop, and McClure, 1991).



7.   Information technologies may become a means of constructing and exploring individual, group, organizational and community identity.



Communication is not simply a matter of exchanging information. Studies of on-line communication show that people use them to construct certain identities (i.e., local technical expert), and in some cases, to explore new social identities (Mantovani, 1996).



3.4	Co-design and Design Issues



A more recent development in this research area is the partnership of social and computer scientists, particularly the participatory design or co-design thrust. Some findings from this area:



1.   Designers design both system and shape the setting.



The separation between system and setting can seem simple — the system is the computer system (and telecommunications) and the setting is the arrangement of furniture, lighting, walls, and other facilities.  In some cases, such as the design of cockpits and control rooms, teams explicitly design both system and setting.  In other case, people reorganize their offices to more comfortably use computer systems — pulling down venetian blinds to reduce glare on computer screens, shuffling desktop materials to make room for monitors and printers, and so on. In both cases, computerization reshapes the use of space and the ways that people inhabit it.



2.   Three-way partnerships (social scientists, designers, users) have been powerful ways to organize systems development.



Some of partnerships have been pioneered in Scandinavia (Kyng and Greenbaum 1991; Clement and Van den Besselaar, 1993; Bødker and Grønbaek, 1996), but they have also been developed within major North American firms, such as Xerox and NYNEX (Euchner and Sachs, 1993; Clement, 1994a).  Dutton and Kraemer’s early work on negotiations about computer modeling also points to complex de facto processes of implementation, modification and the politics of design (1984).



3.5	Infrastructure, Community, Personpower, and Training



In the past few years the scientific community of those who study social impacts of computing, design, and social theory in information technology have created a scientific community in social Informatics.  This has included the development of



1.  Scientific journals



Information Systems Research

Journal of Computer Supported Cooperative Work

Office:  Technology and People

Accounting, Management and Information Technologies

The Information Society



2.   Conferences



Organizational informatics research is routinely discussed at a few annual conferences (International Conference on Information Systems, Association for Information Systems), the biannual conference on “Computer Supported Cooperative Work,” and periodic conferences of certain IFIP Working Groups, such as WG8.2 (Information and Organizations).  Social informatics research is not routinely discussed at these conferences or other identifiable conferences, although social informatics research is discussed infrequently at numerous conferences in various fields.



3.   Curriculum and training programs



Organizational informatics courses are often taught in:

The information systems departments of business schools

In the graduate programs of a few Information Science/Information Studies schools (especially Syracuse U, Indiana U, U of Illinois, U of Toronto, UCLA)

In the graduate programs of a few North American computer science programs (ie., UC Irvine) and many European CS Departments (especially in Scandinavia).



Social informatics courses are most often taught in undergraduate Computer Science programs and in the graduate programs of Information Science/Information Studies schools.  See the Social Informatics Home Page (http://www.slis.indiana.edu/SI) for a listing of courses and degree programs.



We believe that both organizational informatics courses and social informatics courses should be much more widely available to computer science students (at all levels).  In addition, the PhD education of prospective faculty would be strongly enhanced through NSF traineeships in organizational and social informatics.



4.   Research Funding



The most sustained — but very limited — research funding for this nascent area has come from the NSF (especially IRIS).  One-shot research projects have been funded by other foundations including the Annenberg Foundation, the Getty Foundation, and the Markle Foundation.  Unfortunately, funding is spotty, so that even good senior investigators do not routinely have a continuing stream of extramural research grants.



5.   How the human sciences create useful knowledge with respect to human centered systems.



In addition to the topics under state of the art, we also identified instances of projects and practices where social scientists have contributed to human centered systems developments.  There is a new (small) group of scientists who specialize at the intersection of social/organizational analysis and technical systems development.  The following list identifies a few of the many different ways that social scientists and computer scientists have collaborated effectively on systems

design/development projects.



Fieldwork in support of requirements analysis.  Fieldwork in settings in which systems development and work with computer systems will be done (see Forsythe, 192, Forsythe, 1994; Wagner, 1993).

Joint project teams with social scientists and computer-scientists.  The Home-net research project at CMU illustrates a project that was investigator initiated but whose instrumentation requirements made the involvement of computer scientists central.

Troubleshooting in anticipating political and conflict situations that can sabotage system use.

Identifying factors that influence the success and failure of systems through the post hoc evaluation of complex systems in actual use by the people and groups that use them.

Identifying how the seeming intractability of recurrent technical problems is a symptom of ignoring the social elements in practices for designing, organizing and using systems.

Do foundational analysis to conceptualize how people work with, through, and around computer systems (i.e., Orr, 1996; Kling and Scacchi, 1992).

Translating between systems users and computer scientists, as in the participatory design tradition (Kyng & Greenbaum, 1991; Clement and Van den Besselaar, 1993). DL project at UIUC.



4.0	Future Research Directions



We identified several areas for further research:  distributed human-centered information systems; representations; attentional economics; the provenance and quality of electronic documents (Bates, 1986); contextual knowledge; and the relationship between naturalistic and formal information systems.  It is worth noting that these areas are in flux, as is the entire area of human-centered computing. Therefore in any of these areas there ideally should be a combination of action-oriented research, basic research, and foundational exploration.



4.1	Characterizations and Theories of Human-Centered Systems



In section 2.0, we discussed meaningful conceptions of the term “Human-Centered Systems.”  If the concept, Human Centered Systems, is to be the central concept of a major research program, then it is essential for there to be meaningful characterizations of the concept that are grounded in the experiences of people and organizations in working with computerized systems.  HCS is not a completely new phenomenon — this label better characterizes some systems design practices and systems developments than others.  We need studies of systems in use that help the research community understand HCS in practice.



A Theory of HCS would link such systems to important human experience and social/organizational practices — such as improved communication, easier work, better quality jobs, and so on.  These kinds of outcomes are not simply deterministic byproducts of using computer systems — however good (or human-centered) their design. Research shows that the outcomes of computerization emerge from the byproduct of ways of organizing, social practices and the use of specific systems.  We need comparable research about HCS.  A first priority is to develop strong empirically grounded Theories of HCS to help guide developments in this area.



4.2	Distributed Human-Centered Information Systems



Perhaps no term has been more used (and abused) than that of “community” in the context of widespread use of the Internet.  Recent years have seen the dismantling of much of the centralized mainframe data processing model of computer usage, in favor of distributed, desktop and networked usage.  A key insight is that distributed systems are not simply technical artifacts, but are also distributed social systems as well.



This distribution has had a number of consequences, including extreme permeability of organizational boundaries and the shuffling of memberships across traditional institutional borders.  For example, systems administrators in (different) large organizations may have more to say to each other than they do to their colleagues in other departments.  It has always been true that technical specialists often have more in common with each other than with managers in their own organizations(see e.g. Strauss, 1978).  But large scale distributed computing accelerates the process and provides and opportunity to support communication across communities of practice.  (See Section 3.0 for a discussion of communities of practice).



One of the touchstone concepts associated with phenomena like these is the notion of “collective cognition.”  It is easier to conceive of problem-solving across group and organizational boundaries, and even to see thinking itself as a distributed phenomenon, under these new conditions.  That is, the ability of any individual to work professionally is more a function of their participation in communities of practice that help them in key moments, than in simply their “individual cognitive capacities.”  Supporting these understandings includes sensitivity to semantic differences, processes of cooperation, and the identification of divisions of labor and differentiated roles within distributed groups.  The key research issues for HCS include effective strategies for designing distributed systems that are workable for different groups; and ways to have communities of practice effectively support distributed systems.



4.3	The Organization of Effective Groups and Communities with Electronic Support



The word community is often abused in discussions of social life, but it still retains important meanings and resonances.  A group can be called a community to the extent that its participants feel some sense of mutual obligation and reciprocity in helping one another, and value their social ties.  In the last decade, thousands of work, public interest, leisure and service groups and numerous professional and academic communities have tried to use computer networks to support some of their activities.  These efforts have had varying levels of success; and have been most valued when group or community participants could not otherwise make contact or meet.



The most visible successful cases are the public Usenet groups (such as comp.human-factors) and professional listservs (such as ASIS-L).  These cases are successful insofar as some people use them routinely, and they visibly enhance communication between many of their participants.  There are also significant experiments to use similar collections of electronic forums to enhance community life in certain towns and cities.  The most famous in North America may be the Blacksburg Electronic Village (BEV), which is sponsored by Virginia Polytechnic University.



Unfortunately, there is little systematic research and effective theorizing about the strengths and limits of electronic forums, and ways to improve their abilities to enhance the social worlds that support them (through funding, volunteer work, etc.).  For example, it is well known that most readers of large public forums electronic forums such as comp. human-factors or ASIS-L (and probably BEV) are lurkers who never speak up publicly (by posting) in the electronic forums.



Supporting geographically distributed groups with electronic means requires more than simply “putting them on a computer network” or computer conferencing system.  Participants have to be able to trust each other’s fairness, and the relative privacy of each electronic forum, to discus controversial issues openly.  The fluidity of work and professional practice across organizational boundaries, makes it important to understand the permeability of groups — how people and tasks flow across traditional organizational and community boundaries.  It is very easy for comments that people make in one electronic forum (and in the context of a specific discussion) to be reported elsewhere in a different (and problematic) context.



Concretely, this may appear as confusion about the boundaries of responsibility; problems with “freeloading” across electronic boundaries; as opportunities in the matrixed and networked organization for more efficient tapping of expertise and gossip, and a recognition of the complexity of human skills which cross multiple group boundaries.  It also requires strategies (or social protocols) for developing trust of various kinds (including ways of resolving conflicts and respecting informational privacy) among participants.



Even within organizations, electronic groups provide a challenge for management and for working people’s sense of their tasks and scope of responsibility.  Culturally, does participation in extra-organizational working groups “count”?  How much does service to an electronic community count in the large organizational reward structure?



Since many professionals are members of multiple groups and sub-groups, a simple one-to-one mapping between person and group breaks down quickly.  Are there strains involved in managing group memberships?  For example, if someone has technical expertise in the design area, and also works part time as a design consultant for the organization’s marketing group, are the different goals and norms of the two groups going to produce an irresolvable strain for the person?  How will they juggle conflicting demands?  This becomes important from the systems design and use perspective if support of electronic communities is a goal — there must be a means of acknowledging multiple memberships.



How such groups organize and stay organized is an open research question.  There has been some interest in “mapping cyberspace,” and a few studies of the operation of Usenet discussion groups and emergent web communities.  Nevertheless, from the basic scientific point of view, we know very little about the dynamics of membership, stability, and overall impact on organizations (of various sorts).  There may be both centripetal and centrifugal forces at work as groups form and re-form, and these are worthy of investigation.  Total fluidity is not always the best thing from the point of view of social organization; indeed, boundaries and barriers may help build group solidarity, and at the least, respect for these basic social processes is important to inform HCS design.







4.4	Productivity Paradox



As we noted above, there is likely to be no single answer to resolving the productivity paradox.  A plethora of studies show that organizations face many difficulties in integrating computerized systems into their work practices and work processes.



Human Centered Systems may help reduce these usage problems; but people still have to learn how to use them effectively, and organizations have to change their training, design and reward practices (sometimes).  Understanding what kinds of “organizational learning” about HCS help leverage important value for systems is a specially promising avenue.  One promising avenue is to examine how the creation of  “communities of practice” among system developers and system users can help people work with systems more effectively.



Another promising avenue is interdisciplinary teams — examining both the economic aspects of impacts on productivity, the sociological aspects of changes in work practices, and the workflow and HCI dimensions of adjustment to new technologies (among another approaches).



4.5	Technologically Facilitated Organizational Change



How do human-centered systems influence the ways that organizations can change their ways of working, their products/services, and their relations with their clients? To what extent do organizations have the “absorptive capacity” effectively to use new (human-centered) computerized systems?  What kinds of openness to organizational change and technological changes are required to effectively use human-centered systems.



These questions flow partly out of issues such as facing the productivity paradox on a number of levels of organizational scale.  We lack good empirical studies of electronic spaces — both workplaces and marketplaces — and of solid generalizable principles of the social dynamics of usage which could be useful by computer scientists and designers.  Ideally, we would develop measurement tools and theoretical models which would speak to questions of usability and impact in parallel with questions of design choices, market feasibility, and high level requirements analysis.  If an organization is overly rigid, or is unable to make both the capital expenditure and the investment in maintenance and training required for successful system absorption, then early analysis of this state of affairs is both prudent and important for the long term survival of the organization.



If effective systems use requires significant organizational learning, will managers have the ability to admit having made mistakes?  To what extent can organizations create “open spaces” for their participants to discuss social and technological options “freely?”



4.6	Modeling and Representing Human Centered Systems Use



Much of the claims about the likely roles of computers in organizations (and communities, families, schools, etc.) involves making representations of:



The computer system and how it is configured

Its relationship to other work practices and workplace technologies

The work (or play or learning) involved

The impact on organizational structure and social order.



These representations form a complex research program in their own right.  How can designers represent the contextual nature of knowledge informing both design and use of systems?  How can designers and implementers take account of this information in their professional practice?



How can we develop research that is generalizable across various kinds of HCS and the specific locales of their design/use?  This is an old challenge in social science.  But with the advent of large scale networked computing, and the pressing need for human centered approaches, opportunities for cooperation across organizational analysis and systems design becomes more possible.



Understanding the knowledge and intent of others in the workplace is an important aspect of human-centered systems development.  People who use systems also make representations about their own work and that of others.  For example, professionals are much more likely to share their knowledge in a forum, like a LISTSERV if they expect praise rather than ridicule.  They are more likely to share information via documentary databases if they expect that their co-workers will use their reports.



Most profoundly, we need ways to frame credible narratives or models of the use and impact of information systems in specific organizational/social settings.  Most of the influential narratives in information and computer science are centered on systems, information and their providers.  We need a much better understanding of the consumption-side of systems and information.



The state of research is that we have some specific studies of consumption of specific information systems in specific settings.  We need more such studies, and also better ways to model the use/consumption of systems/information.  In particular, such models would have to help us take account of the multiple work/home social worlds that people participate in.



4.7	Digital Documents, Digital libraries, and Professional Communication



The use of digital libraries to effectively enhance the quality of professional communication is an area that is rich in possibilities for human-centered approaches. There are questions about what it takes to incorporate the new digital library technologies in the extant organizational infrastructure (the recent firestorm about the new San Francisco Public Library can be read as indicative of the strong public feelings over the issue).  What does it take to develop multiple media libraries — where people locate, access and use documents in paper or electronic forms?  That is, given that people like books, that libraries are more than repositories of bits (they are complex social and community organizations), how can we conceive of human centered systems which combine digital and other media?  (Bishop and Star, 1996). After all, most professionals print long report onto paper for careful reading and

annotation, even if they receive them in electronic forms (Kling and Covi, 1995; Levy and Marshall 1995).



At the level of the digital document itself, the provenance and quality of electronic documents are important social processes.  “Junk on the web” is partly a lag between the amount of information out there and the lack of good indexing tools; but it is also partly a reflection of the lack of norms and conventions developed for assessing electronic document quality and usefulness.  There are social processes of curatorship and adjudication, viz. the reluctance of academics to publish electronically as “counting toward” tenure.  We need, in this sense, to understand documents in use, in a variety of organizational and social contexts.



One aspect of this, which is common to many other research issues, is the notion of material culture embodiment.  Because digitization represents a shift in the relationship of people and things (piles of paper, location of offices, proximity of people to each other and to other physical resources), it is important to develop good conceptual models of that shift.  How does the stuff around us fit in with information systems (or not)?  What is the rich mixture of electronic and non-electronic sources, in light of working, learning, and leisure Note:  leisure here does not just refer to the entertainment industry! environments?



4.8	Standards Development Dynamics



Although past research has outlined the economic dynamics of technical standards, these results remain largely theoretical.  Qualitative research is needed to understand these dynamics more concretely.  In particular, interdisciplinary research will be needed to comprehend the central role of public relations and other forms of symbolic communication in the establishment of standards.  In an environment of network externalities, firms seeking to establish new standards have a powerful incentive to gather allies and create the impression that their standards are inevitable.  Little is known, however, about how this works in practice.  Research is also needed to understand the magnitude of these effects; it is still controversial, for example, under what conditions, if any, a inferior technology can benefit from network effects before being displaced by superior alternatives.
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Introduction



In medicine, an expert used to be defined as, “some specialist from the Mayo Clinic, lost in a railroad station with slides”.  I am not an expert and I don’t have any slides, but I do have viewgraphs and I hope I’m at the right place in the right city.



You could fairly ask why I’m on this program at all.  My background is in aerospace medicine, not computer science.  Some of your position papers terrify me.  Furthermore, much of what I am going to say has already been expressed in some eloquent position papers by Emilie Roth, Jane Malin and others.



I think perhaps I’m here because I am a user — a consumer — of the concepts and products you have given much of your lives to developing.  My domain, aviation, has done as much to stimulate advanced technology, by buying it and using it, as any endeavor since the dawn of the industrial revolution.  We in the aviation community have been working with complex human-computer systems in a highly dynamic, distributed, real-time environment for over two decades — shortly after people in the computer business figured out how to make computers small enough so we could get them off the ground.  These computers have helped us move from an aviation system in which operators never had enough information to one in which we can drown operators in information.



In the course of these two decades of constant exposure, we have learned some lessons about how computers and people can work together, regardless of where they are located, to accomplish difficult tasks under sometimes difficult conditions.  Sadly, we have also failed to learn some lessons we should have learned about how to do exactly the same thing — and we have left some shards of steel and aluminum in various odd spots in the process.  Those lessons — the ones we have failed to learn — are what I would like to share with you today, as you begin this workshop on Intelligent Human-Machine Systems.  It is my real hope that you can avoid some of the mistakes we have made as we have conceptualized, constructed and operated high-technology devices in pursuit of social goals.  Foremost among the mistakes I hope you will avoid is the mistake of conceptualizing human-centered systems, then designing and building technology-centered systems.  Dave Woods has said that, “The road to technology-centered systems is paved with human-centered intentions”.  I shall try to point out that he was quite right.



What Does it Mean to be “Human-Centered”?



Investigators have been studying human-machine systems for as long as such systems have been around.  The problems people have in interacting with such systems have long been recognized.  Ever since World War II, investigators have tried to lay down principles by which such systems should be constructed.  These principles have been variously called “user-centered”, “use-centered”, “user-friendly”, “human-centered”, and more recently, “practice-centered”.  What do these terms mean?  What principles must be embodied in a human-machine system to warrant such appellations?



As a user, I am not going to become involved in which of these terms or constructs is the best to describe what we are trying to conceptualize.  Instead, I am going to offer some more principles I believe are necessary in what I will continue to call “human-centered” systems, simply because I’m comfortable with that term.  Though most of my experience has been in the aviation domain, and my illustrations will reflect that, I am convinced that these principles apply to many human-machine systems in a variety of domains, and that they are therefore deserving of careful attention by designers and operators of any intelligent system.  I’m going to describe what I’ll call some “first principles”: principles that I believe are essential elements in any over-arching philosophy for such systems.



First Principles of Human-Centered Systems



Premise:  Humans are responsible for outcomes in human-machine systems.



I shall proceed from a premise, which stated in Human-Centered Intelligent Systems terms is that human operators are entirely responsible for the outcomes of processes conducted by humans and machines.  



Axiom:  Humans must be in command of human-machine systems.



If one accepts that premise, I think it is axiomatic that humans must be in command of all components of the systems that undertake those processes.  They must have full authority over the systems, which means that they must have the means to intervene constructively in the processes.  I shall try to justify this axiom as we go along.



This axiom implies certain corollaries, which appear to be consistent with our experience with human-machine systems in aviation.  Briefly stated, they are as follows.



Corollary:  Humans must be actively involved in the processes undertaken by these systems.



Many human-machine systems distance the operator from ongoing processes, some by intention, others by default.  Without continuing active involvement in a process, the human operator will be unable to understand the problem and reenter the performance loop in case of machine failure.



Corollary:  Humans must be adequately informed of human-machine system processes.



Without good information concerning an ongoing process, a human operator cannot remain actively involved in that process.  If this happens, the machine, not the human, is in control.

�Corollary:  Humans must be able to monitor the machine components of the system.



As machines have progressed from simple inner-loop control tasks to management of information and more recently to management of entire processes, it has become harder to follow what they are doing.  This leads to a need to inform the human that such machines are still functioning properly, rather than simply when they have failed.



Corollary:  The activities of the machines must therefore be predictable.



Unless a machine behaves predictably, a human cannot form an internal model of how it functions, and thus cannot remain involved in the ongoing process.



Corollary:  The machines must also be able to monitor the performance of the humans.

	

Humans fail too.  Machines know a good deal about human-machine processes, and this knowledge can permit machines to monitor human performance for errors, just as humans must be able to monitor machine performance for errors or failures.



Corollary:  Each intelligent agent in a human-machine system must have knowledge of the intent of the other agents.

	

In order to understand what outcome is desired, any agent in a human-machine system must understand what the other components of the system are trying to accomplish.  This requires knowledge of the intentions of each of the agents, by all of them.



Why Was it Necessary to Construct Yet More Principles for HCIS?



My annunciation of these principles was motivated by serious and in some cases spectacular failures of human-machine systems in aviation.  These are the operating modes of the flight control system in a modern transport.  Modern aircraft automation is very capable, very flexible — and sometimes very hard to understand.  There are ten altitude-change modes on some modern airplanes, several of which interact with or are conditional on other modes.



Aircraft automation has become highly autonomous.  A flight from New York to Tokyo may require very little active participation by the pilots once the machine has been programmed.  Removing authority over aircraft control or management of systems from the human operator may require only a line or two of source code.  



Yet the human always remains responsible for the outcomes.  The “first principles” I have enumerated are an attempt to go back to basics: to state what the relationship between the human and machine components of the system must be if the human is to be able to remain in command of the system.  Let me state more specifically what the problem is, in terms of hard data from the domain in which I work. 



Since the mid-1970s, a number of incidents have come to light that were associated with, and in some cases were enabled by, complex machine systems.  Table 1 shows a partial list of a number with which I am familiar. I have taken a few liberties with this list of relevant factors in these incidents; not all were signed out this way by investigating authorities, though I am certain that the factors shown were critical to the outcomes.

		



	MISHAP	COMMON FACTORS

		



	DC-10 landing in CWS mode	Complexity, mode feedback

	B-747 upset over Pacific Ocean	Lack of feedback

	DC-10 overrun at JFK, New York	Trust in autothrust system

	B-747 uncommanded roll, Nakina	Trust in automation behavior

	A320 accident at Mulhouse-Habsheim	System opacity and autonomy

	A320 approach accident at Strasbourg	Inadequate feedback

	A300 approach accident at Nagoya	System complexity and autonomy

	A330 takeoff accident at Toulouse	System complexity, inadequate feedback

	A320 approach accident at Bangalore	System complexity and autonomy

	A320 approach at Hong Kong	System coupling, lack of feedback

	B-737 wet runway overruns	System coupling and autonomy

	A-320 landing overrun at Warsaw	System coupling and autonomy

	B-757 climbout at Manchester	System coupling

	A310 approach at Orly Airport, Paris	System coupling and autonomy

	B-737 go-around at Charlotte	System autonomy, lack of feedback

	B-757 approach to Cali, Colombia	System complexity, lack of feedback

			



Table 1: Common factors in aviation mishaps associated with automation (Billings, 1996)



For each accident shown, there have been from a few to many incidents incorporating the same problems, but under circumstances in which the pilots were able to avert a disaster.  But Ruffell Smith has reminded us that no error or failure is trivial if it occurs often enough; sooner or later, it will occur under the worst possible circumstances.



Let me emphasize that it is not only these accidents, which are classical rare events, that motivates my interest in human-centered systems.  Experience and research in simulators and aircraft, data from the NASA Aviation Safety Reporting System and other sources, and knowledge elicitation sessions, all converge on certain automation attributes that seem to be causing problems for human operators of today’s complex systems.



What Attributes are Common to these Occurrences?



These attributes of advanced human-machine systems seem to be important in untoward occurrences.  To summarize them succinctly, a common factor in these mishaps is:



	Loss of situation or state awareness, associated with:



		• automation complexity;

		• interdependencies, or coupling, among machine elements;

		• machine autonomy;

		• inadequate feedback to human operators (opacity).



There’s a simpler way to put it.  In 1994, Dave Woods said this: “Automation that is strong, silent, and hard to direct is not a team player”.



Other problems are also seen in these mishaps, and I shall discuss them, but most are derivatives of these fundamental attributes.  Because of their central importance to the design and realization of human-machine systems, each of these attributes deserves some attention here.  



Automation Complexity



Complexity makes the details of machine performance more difficult for humans to learn, understand, model, internalize, and remember when that knowledge is needed to explain machine behavior.  This is especially true when a complex function is invoked only rarely.  The details of machine functions may appear quite simple because only a partial or metaphorical explanation has been provided, yet the true behavior may be extremely complex.  Woods (1996) has discussed “apparent simplicity, real complexity” of aircraft automation behavior.  



One example was an accident approaching Bangalore, when the flying pilot, transitioning to a new airplane and descending in “open idle descent” mode, forgot that both of two flight directors had to be disengaged to arrest the descent at the proper altitude.  The airplane crashed before the consequences of the error could be corrected.  I should note that the same problem was detected more quickly on another approach, to San Francisco, which otherwise would have resulted in a landing in the bay.



Coupling Among Machine Elements



Coupling refers to internal relationships or interdependencies between or among machine functions.  These interdependencies are rarely obvious; many are not discussed in system documentation available to users of the machine.  As a result, human operators may be surprised by apparently aberrant machine behavior, particularly if it is driven by conditions not known to the human and thus appears inconsistently.  Perrow (1984) discussed coupling in machine systems and its potential for surprises.  



One example occurred during an approach to Orly Airport, in Paris.  When the airplane’s speed exceeded the flap limit speed, the autopilot autonomously reverted to “level change” speed; the plane added power and tried to climb, while the pilot continued his attempt to descend.  The autopilot added nose-up trim in direct proportion to the pilot’s attempt to push the nose down.  The autopilot won, for awhile, and the airplane nearly stalled at a low altitude before the pilots recovered and completed the landing.



Machine Autonomy

Autonomy is a characteristic of advanced automation in aircraft and elsewhere; the term describes real or apparent self-initiated machine behavior, which is often unannounced.  If autonomous behavior is unexpected by a human operator, it is often perceived as “animate”; the machine appears to have a “mind of its own”.  The human must decide whether the perceived behavior is appropriate, or whether it represents a failure of the machine component of the system.  This decision can be rather difficult, especially if the system is not well documented or does not provide feedback, not unheard-of problems in complex machine systems.



Another case of the crew fighting with the autoflight system occurred at Nagoya, Japan, when an inexperienced copilot flying accidentally activated the go-around switch during the final stages of an approach.  The autopilot added power and nose-up trim, though the pilots had no indication of these actions.  The flying pilot continued to push forward on the control column; the more he pushed, the more rapidly nose-up trim was added.  The autopilot could not be disengaged below 1500 feet; when the Captain was able to disengage the autopilot, the airplane was at full nose-up trim.  It pitched up to a 50° angle, then stalled and slid backward to the ground, killing nearly all on board.



Inadequate Feedback



Inadequate feedback, or opacity, denotes a situation in which a machine does not communicate, or communicates poorly or ambiguously, either what it is doing, or why it is doing it, or in some cases, why it is about to change, or has just changed, what it is doing.  Without this feedback, the human must understand, from memory or a mental model of machine behavior, the reason for the observed behavior.  A pilot friend has described this problem succinctly: “If you can’t see what you’ve got to know, then you’ve got to know what you’ve got to know”.



Perhaps the most obvious case of inadequate feedback occurred at Charlotte a couple of years ago.  The pilots were aware of thunderstorms in the vicinity of the airport, but they had a clear view of their runway until very late in the approach, when the runway became obscured by very heavy rain.  They initiated a missed approach, but were caught in a severe wind shear and crashed.  The airplane had a wind shear warning system, but it failed to warn the pilots because they were retracting their flaps in the go-around maneuver.  What they did not know, and had not been told during their training on the system, is that their wind shear advisory system is desensitized when flaps are in transit.  The system thus gave no warning of the shear they had entered, nor of the fact that it was less effective while flaps were in transit.  They could not see what they needed to know, and they did not know what they needed to know.



What Effects do these Attributes Have on Humans?



Peripheralization



Complex machines tend to distance operators from the details of an operation.  Over time, if the machines are reliable, operators will come to rely upon them, and may become less concerned with the details of the process.  Though this has the desirable effect of moderating human operator workload, it also has the undesirable effect of making the operator feel less involved in the task being performed.

Recent accidents, among them those I have mentioned here, have demonstrated how easily pilots can lose track of what is going on in advanced aircraft.  The mishaps that have occurred serve as a warning of what lies ahead unless we learn the conceptual lessons these accidents can teach us.  An important lesson is that we must design human-machine interfaces so that the human operator is, and cannot perceive him or herself as other than, at the locus of control of the human-machine system, regardless of the tools being used to assist in or accomplish that control.  



Another important lesson is that machines must keep us involved by keeping us informed of what they are doing, and sometimes why they are doing it.  As the machines become more complex and the software more tightly coupled, it becomes more and more difficult for the human to keep up with machine behavior.  None of the pilots I have just mentioned really understood what their automation was doing to them.  The automation “knew”, but it didn’t tell them clearly enough.



The result, particularly in extremely complex machine processes, can be that human operators encounter situations in which they cannot possibly keep up, as they could not in some of these cases.  Such situations can lead to “learned helplessness”, in which operators simply “throw up their hands” and “let the machine do its thing”.  This is not a solution open to pilots, or indeed to operators in many critical industrial processes, though it has occurred in both domains and has been followed by disasters.  It is extremely demoralizing when it occurs, because it defeats the operator’s attempts to remain in command of the process.



If it seems that these sorts of problems may indeed be problems in aviation or other real-time processes in which risk is high, but that they are trivial for the person simply operating a complex information system for research, think again.  In varying degrees, these machine attributes cause an erosion of trust in the machines being used to perform difficult work.  



Some of you may recall what was involved in a multi-disciplinary literature search before computer search and retrieval systems came along.  I still have 3x5 file cards–hundreds of them–with handwritten notes on articles dug out of obscure journals.  But I know what’s there and where it came from.  When I was managing the NASA Aviation Safety Reporting System, I worked, through a computer, to gain new knowledge using perhaps 40,000 reports of aviation incidents.  I often wondered, and still do, whether the database management system I used was actually doing what I thought I had asked it to do, even though I had participated in the design of the information system.



How can we question the trustworthiness of a search or other process conducted with such modern technology?  How often do we even know what sources that machine may have accessed on its way to providing us with information or data?  If the machines have transformed, or collated, or screened and filtered the data available to them, do we know what they have done or how they have done it?  The machines rarely tell us, yet if we can’t “see what we need to know, then we’ve got to know what we need to know”, if we are to evaluate the results of the process.  Without such evaluation, can we really be comfortable with the results of the processes we have invoked?  Who — we, or the computer — is really in command in such a situation?



Brittleness



I mentioned some derivative problems we have encountered in these data.  One is the problem of brittleness.  The system performs well while it is within the envelope of tasks allocated to it, but when a problem takes it to the margins of its operating envelope (as defined in advance, by its designers) it behaves unpredictably.  I should point out that the designer is usually home in bed when this occurs, leaving it to the operators on the scene to sort out the problem.



This attribute has been a factor in several air accidents, notably a test flight at Toulouse, France, in which the autopilot’s operating limits were being deliberately tested.  When the pitch angle of the airplane rose above 25° on takeoff, the display of flight modes decluttered, denying the pilots of essential information at a time when they critically needed that information.  Despite the best efforts of the pilots, the airplane stalled at an altitude too low to permit them to regain control before impacting the ground, still within the airport boundaries.



The lessons to be learned from this are that all systems are underspecified at the design stage.  Even if designers are experts in the domain for which they are designing new technology, it is unlikely that they will be able to foresee all of the environmental and other problems that the devices may encounter in service.  Given the complexity of many modern machine systems, it is also unlikely that a new machine will be tested truly exhaustively prior to its introduction.



Clumsiness



Clumsiness is another attribute that causes problems for the operators of a human-machine system.  There is little to do when things are going well, but the computer demands more activity on the part of the human at times when workload is already high.  This is a more serious problem in real-time systems, but it can tax anyone if he or she is under time pressure to accomplish a task, as one always is during an approach to a busy airport.  I suffer from Locke’s tabula rasa with respect to tabular formatting programs, as do some of the word processing programs I use.  The design of a complex table brings my creative activities to a total halt while I attend to the machine’s requirements.



Surprises



I have mentioned surprises.  These can be a real problem in flying; an example is the software that occasionally caused an advanced airplane to turn away from, rather than toward, the runway during instrument approaches—a nasty surprise, though usually at an altitude at which recovery can be affected easily once the problem is detected.  



On the other hand, while preparing this lecture, I was surprised a few times by my computer’s newfound habit of freezing when I reduced a figure slightly while incorporating it into the text of this paper.  The behavior was consistent — once I learned the one specific (and infrequent) action that caused it to occur — but I wasted a lot of time waiting for the computer to re-boot after each occurrence, and figuring out how to avoid the problem.  It did little to increase my trust in the reliability of my normally reliable machine.



This sort of machine behavior, no doubt quite understandable to the software engineer who programmed my machine, was not, and is not, understandable to me, the user.  To someone like myself, these machines do indeed appear to be animate — to have minds of their own — when they behave this way.  Surprises are not liked by people who require predictability in the tools they use in their daily work, and we all require that predictability.



Are there Solutions for these Problems?



It seems clear that we have not solved all of the problems that confront us.  The attributes I have discussed detract from the useability of our human-machine systems, and thus diminish our effectiveness when we use the machines to perform essential work.  In critical domains, their failure may have catastrophic results, as in the cases I have cited.  Can we do anything about this?



To begin to respond to this question, let me back away from the specifics of the problems cited here.  There are two larger lessons to be learned from these data.



Earl Wiener has observed (1989) that pilots in automated aircraft frequently ask three questions: “What’s it doing now?  Why is it doing that?  What’s it going to do next?”  These questions reflect the first lesson: that our data indicate that at a fundamental level, we sometimes do not understand our tools.  We do not understand their behavior, and we often do not understand exactly what they were designed to do, and how.  Why do we not understand?  Sometimes, it’s because they don’t work as advertised, but more often, it is because we were not told.  Somewhat less often, it is because even the designers of the tools did not understand, either what they could do, or the conditions under which they would be asked to do it, and they therefore could not tell us, even if they wanted to.  



The second lesson: these tools, however cleverly designed, can operate only in the ways they have been programmed to operate.  Humans tailor, or adapt, their tools in accordance with their perceptions of the demands of their jobs.  They are highly creative, and they will use tools as they think they can be used, not necessarily in the ways designers intended them to be used.  Whether the tools are up to these tasks is often not known to the users in advance.



Given these issues, what might we do to minimize the problems we have in dealing with advanced technology?  I believe we must think harder about the capabilities and limitations of the components of human-machine systems.  Let us consider first a range of attributes of the machines in our systems, as shown in table 2.  Fadden (1991) has pointed out that these attributes can be thought of as bipolar.

















		



			Computers can be:



Self-sufficient	<———————>	Subordinate



Adaptable	<———————>	Predictable



Flexible	<———————>	Comprehensible



Independent	<———————>	Informative

		



Table 2: Characteristics of computers in various applications (Billings, 1991)



In a robotic or fully-autonomous system, the attributes at the left are clearly desirable, but this workshop is not concerned with robotic systems.  It is oriented toward systems in which people and machines must work together, to pursue goals that are specified, not by the machines, but by the people.  In such systems, I suggest that the attributes on the right are the ones required.  It hardly needs to be pointed out that if humans specify the goals of a particular endeavor, the tools they use must be subordinate to their goals.  



But let us not think of the system components as a master-slave relationship, and in fact, in many advanced systems, it is not.  The relationship should be complementary, as suggested by Nehemiah Jordan (1963).  Computers cannot do things that humans cannot conceive, but once they have been conceived, computers are better at many tasks than any human can possibly be: complex calculations, monitoring for infrequent errors or improbable outcomes, retrieving and utilizing very large amounts of data in reaching conclusions.



Perhaps it is not necessary to demand that our computers also have the attributes of flexibility, creativity, a comprehensive knowledge of world states, and the ability to reason in the face of uncertainty and ambiguity.  These are precisely the attributes that humans bring to any cooperative endeavor pursued by a human-machine system.  Perhaps it is sufficient that the system be designed so that humans can clearly, quickly and unambiguously indicate their desires — their intent — to their machines, then can follow, or be informed of, the machines’ progress toward their joint destination.  The humans, of course, should remain involved in helping the machines, where necessary, by contributing their greater knowledge of the state of the world in which the endeavor is being undertaken and profiting from the machines’ greater ability to manipulate, integrate and transform complex data into information.



Computers as Intelligent Assistants



Whether we are technologists or scientists, we should not lose sight of our goal, which is to accomplish useful work.  At one time, scientists and engineers alike worked by themselves, with pencils, paper, and a slide rule.  They reached conclusions based on knowledge or empirical research, and they disseminated those results in terms of reports or hardware.  But those days are long gone, and we are no longer self-sufficient.  We cannot do our jobs without assistants, who often bring as much value to an enterprise as we do, and sometimes more.  Intelligent devices can be such assistants.  Jordan’s principle of complementarity suggests that they should be such assistants, and those of us who have had good graduate students to help us know that humans as well can be such assistants.



Assistants must possess certain attributes and perform certain functions to help us.  Let me suggest that an intelligent machine assistant should be able to do these things, among others:



•	It should be able to manage data or information, to ease our cognitive burdens;



•	It should coordinate among independent processes and integrate their results;



•	It should provide us with decision and action options and support us in the execution of our plans;



•	It should keep us informed of its progress so that we are able to monitor its actions.



•	It should monitor our actions, to shield against human errors, just as we must be able to monitor its behavior to shield against its “errors” or failures.



A machine that could assist us by performing these functions for us would truly be an intelligent assistant with which, working as a system, we could engage in collaborative problem-solving, whatever the nature of the problem we are trying to solve.



Conclusion



I am not a Luddite.  More, and more sophisticated, machines will be needed to help us solve our increasingly complex problems.  So let me return to Dr. Woods’ maxim and modify it a bit, in order to close this talk on a more optimistic note.  I suggest that machines that are compliant with our demands, communicative regarding their processes, and cooperative in our endeavors can indeed be team players — and team play is at the heart of a human-centered intelligent system.



I have taken my examples from aviation, because that is the domain I know best.  But make no mistake; these principles do not apply only to real-time human-machine systems.  The problems I have discussed exist in many domains, including yours.  It is not only in real-time domains that we encounter complexity, coupling, autonomy and lack of feedback, nor is it only in such domains that we observe brittleness, or clumsiness, or surprises.



A dear friend and long-time mentor, the late Hugh Patrick Ruffell Smith, admitted in 1949 that, “Man is not as good as a black box for certain specific things.  However, he is more flexible and reliable.  He is easily maintained and can be manufactured by relatively unskilled labour.”  This maxim is as true today as when he formulated it almost 50 years ago.



I think it comes down to this.  We have fought with computers for many years to get them to do our bidding.  Computers are now smart enough either to go off and do their own thing, dragging us along for the ride, or to work with us to accomplish our things, but much more effectively than we can do them without such help.  But it is easier to design technology-centered systems than human-centered systems, and Woods was right: the road to technology-centered systems is paved with human-centered intentions.  If this state of affairs is to be improved, it is people like yourselves who will have to do it.
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We are gathered to discuss and propose both intellectual and technical solutions for benefiting from the computational sciences “effant terrible” the “computer.”  The application of technology to provide people with form, fit and function in their relationship to machines (or complex systems) has been used on-and-off for centuries.  A fine example is Roman infantry body armor (the lorica segimentata from the Augustian era) which was modular, standardized, and sized so that any set of components could be mixed and matched and assembled to accommodate the specific users.  Historically in the U.S., the Union Army conducted anthropometric assessments to provide the basis of mass-producing uniforms, boots and accouterments.

	

This human-materiel perspective became more focused as Human Factors Engineering evolved as a discipline from the mid-1940’s.  The Army Air Force’s efforts in crew station design and standardization were the antecedents of today’s multiple paradigms associated with complex systems.

	

The Army has for five decades maintained a centralized laboratory for Human Factors Engineering practice.  The organization provides basic research in areas such as vision, audition, perception, decision processes and performance modeling to mention a few. Coupled to this “basic research” are two supporting elements; applied research and technology integration-application.  Applied research is closely allied with military users (concept formulators) and the Army’s Research Development and Engineering Centers.  The second area technology integration-application is personified by the MANPRINT management process and is allied closely with the military user and Army Project Managers and the materiel development and bureaucratic steps associated with the material development process.  

	

More often than not the difference between the products of applied research and MANPRINT functions are blurred.  Both aid in the identification of human system interactions, providing metrics for performance and worth. MANPRINT, however, brings a focus to the integration of technology and personnel selection, training, individual survivability, health and safety and finally field sustainment-product improvement.  However, despite these advances in approaching human-centered systems, computational science products have received little if any in-depth attention; style manuals, screen alpha-numeric placement and menus have been “our” only products.  Sadly, even these products lack standardization (particularly between applications and even within similar tools) and a system performance perspective.

In-the-main, current fielded computational-based systems are no more than curious adaptations of commercial computing metaphors.

	

Nineteen ninety six was a year of faith-finding as the Army embarked on a series of attempts to understand “Digitizing the Battlefield” and the role of the computer in its management:



Understanding military user needs;

Modifying or developing implementing technologies;

Recognizing human capabilities and weaknesses and aligning technologies to complement.



The Army Research Laboratory was provided resources to investigate and provide both conceptual and functional products dealing with Advanced Sensors, Military Peculiar Telecommunication requirements and Multimedia-Multimodality Displays.  I am going to discuss the display program.



We are about the business of providing innovative display systems to help soldiers visualize space, time, dynamic events, and manage information.



The computer with its one-half to one billion operations per second has become the collector and custodian of raw data from a universe of sensors (people and machines).  The now familiar processor, monitor, keyboard-mouse, and complex mathematical programs represent the commercial state-of-the-art.  Recently, this array has been augmented by voice, audio and touch modules.  This complex, yet almost common place array, is poised for use by the military and proposed to supplant or assist in performing part or all manual soldier-to-staff functions (at various echelons of operation and control).  This idea carried to its extreme would replace decision making by the command staff with various machine based intelligence agents or representations and would leave the commander as only the  arbiter of information ambiguity.  Whether you subscribe to this view, or not, clearly soldiers mistrust computer “intelligence” and find the current office metaphor of information access and manipulation tedious, mentally intensive and often confusing; it is frequently rejected by users as being counter-productive, and unsuitable for dynamic vehicular platforms.  Making computer technology acceptable and useful to soldiers requires the development of a new metaphor and associated technology, one in which the computer fits easily into the soldiers natural way of thinking.



These notions of physical configuration, information management, and transfer, control and efficacy of information problems were recognized by the Army and challenged to change by the Broad Area Announcement for Display Research.  The result of the challenge was the formation of this Federated Laboratory Consortium.



The Consortium has as a basic premise,  the emphasis on intelligent Human Computer Interaction (HCI).  Theoretically, this should result in hardware-software combinations that evolve from natural heuristic processes.  Classical perceptions of HCI have to leap forward intellectually to envision Soldier Battlespace Interactions (SBI) where the hardware, software, and control functions become nearly invisible conduits that (1) allow broad cognitive (sensory and mental) awareness of environment, forces, material assets, and the  enemy and (2) provide multi-dimensional, easily recognizable space vs. time relationships, and assist in operational end-state prediction.  The collective vision (ARL and Federated Partners), within fiscal constraints, flowed into a set of research approaches which maximize the use of human sensory modalities and apply these heuristically with individual soldiers at one end of the spectrum through units (staffs), asset availability, and the commander at the other end.  A task set associated with user-centered battle space visualization assures that commanders’ intentions and their expectations of subordinates are structured by understanding behavioral legacies associated with training, experience, and adaptation to discontinuous material change, e.g., paper tape to CDs, CRTs to retinal scanning.  Both NCOs and officers acquire their doctrinal, tactical, and operational expertise via a conservative and evolutionary organizational structure.  This structure is anchored in historic precedent, ever changing political environment, and experiential principles-rules based on wars and other operations conducted over many decades.  Technology, until recently, entered the chronological stream as distinct tools that automated or assisted manual operations.  Today, informational systems and complex weapon systems are personified by rapid discontinuous change, and these collide intellectually with soldiers who are a product of acquired skills, rule-based schema, and bureaucratic structure.  Turbulent technologies imply that new soldier skills must develop rapidly (or the next change will overtake them), and old concepts of use must change or give way to take advantage of the possibilities these new technologies offer.



Where is all this going?  All commanders, whether exceptional, good, adequate, or poor create a personal mental “gestalt” of their battle space.  Modeling this complex and highly variable mental process has not been all that successful; not through lack of trying, but more so by the lack of fresh theories and functional methodologies.  The heuristic flow of data-to-information-to-action may never be modeled to the extent that it can automatically (or “by itself”) select commanders and predict real world battle outcomes.  Without doubt, commercially available software does not reflect, even remotely the mental dynamics involved in personal scripting of the battle space and its complex dynamic events.



A second set of complex, most-of-the-time ambiguous, dynamic battles takes place among the commander, his immediate staff, and operational subordinates:  “my direction”, “my intent for you”, “intentions of my superiors”, and adversarial states is not without confusion.  To date, relaying intent and collaboration between parties involved in a conflict has not been solved using commercial software primarily because of the dynamic environment, information ambiguities, and serendipitous events that occur during engagements.  Complicating the problem are the changes that occur with each new experience and the impact of technology appliqués.  Thus, the best way to make electronic information available to novice soldiers, mid-career professionals, and senior commanders (irrespective of echelon or mission) is to humanize the information management interface.  As the Army gets smaller, it has to get smarter.  The expectation that small, light units will replace the classical picture of Divisions puts heavy reliance on knowing, managing, and directing assets and allowing subordinate units flexibility (for operational execution) in carrying out the commander’s intent. This is exactly what modern technology can accomplish.  We must smooth the information management process, functionalize or tailor the display paradigm, and assure combinations are flexible and match the individual commander’s practice.  Without these basic features, we cannot assure acceptability by the military of the emerging technologies of today and those of tomorrow.



The initial research efforts of the Displays initiative of the Federated Laboratory Program span a variety of technologies and disciplines and are structured to provide a science base for heuristic solutions in Battle Space Visualization and Command and Control.  These programs are dynamic, flexible, and ready to change as data and information accrue from ARL internal programs, Consortium efforts, or efforts outside the Federated Laboratory, i.e., RDECs, DARPA, and other services or other research sources.  Fresh information and concepts are continually emerging, for example, the National Research Council Report on Tactical Displays for Soldiers or the University of Washington’s retinal scanning technology; the first providing collective guidance for research initiatives, the  second revolutionary way to display for the eyes.



A brief view of what  is emerging from Consortium work includes:

	

Assessing visual-haptic control ergonomic issues such as hardware location, fit, and function; display stabilization, image and sound orchestration, change-of-state, and haptic stimulation sites.

Software innovations dealing with data manipulation, conversion to user-centered information, and information up-date and retrieval.

Information management linked to display dynamics that are matched with individual command(er’s) practice.

Attentional state identification and modeling for use in higher level fuzzy logic taxonomies of selective cognitive processes related to vision and hearing integration.

Measures of effectiveness (metrics) to assess products.  Use of existing Army simulation and war game facilities (e.g., Leavenworth Joint Virtual Laboratory and CECOM’s Digital Integration Laboratory) in developing these metrics.

Sensory integration schema and constructs that capitalize on human capabilities and minimize conflicting states.

Keeping abreast of Army requirements, unit configuration changes, operational doctrine, and advanced weapon system technology integration and employment.



We have, to the extent possible, in our first 10 months of operation:

Integrated the internal ARL program with our Federated Laboratory partners and initiated an exchange of scientists and engineers.

Formed, where possible, useful collaborations with internal ARL and Army RDEC researchers.

Coordinated our program with Army RDECs, DARPA, and other services.

Established contacts with academic institutions not currently represented in the Consortium to leverage both parties’ research efforts.

Maintained contact with our allies’ efforts.

	

As we move to an Army After Next Force structure, we cannot afford to trade out old, ineffective systems with new, equally ineffective systems that supplant manual tasks with automated functions incapable of being manipulated by users contending with the stress of engagements.  Instead, we must develop technologies that, as new skills, are required for the new technologies, allow us to stay sharp on the old acquired skills of a less technological age, in case the plug gets pulled.�Spoken Language Processing and Multimodal �Communication:  A View  from Europe.
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Abstract



Human-Machine Communication if a very active research field and is one of the main areas in which computer manufacturers, telecommunications companies and the general public electronic equipment industry invest a large amount of R&D efforts.  Human-Machine Communication includes perception, production and cognition aspects.  Several means can be used to communicate, such as spoken or written language, image, vision or gesture.  Those topics represent a large, long-term, interdisciplinary research area.



Spoken language communication with machines is a research topic per se, and includes speech recognition and synthesis as well as speaker or language recognition.  Large efforts have been devoted in that field, and big progress can be reported in the recent past, based on the use of stochastic modeling approaches, requiring large quantities of training data.



However, it appears that communication between humans usually involves different modalities, even for a single media, such as audio processing and face/lip “reading” in spoken language communication.  When speech is used together with gesture and vision, it may result in a more robust, more natural and more efficient communication.  Bringing this multimodal communication ability in the field of human-machine communication is now a big challenge, and raises difficult problems, such as the integration over time of speech and gesture stimuli, or the use of a common visual reference shared in a human-machine dialog.  It also appears that similar methodologies can be used for addressing the different communication modalities



Another interesting aspect of the works in this area is the possibility to transfer the information from one media to another, such as vision to speech, or speech to gesture in order to help the handicapped people to better communicate with the machine.  Finally, it may be thought that, in the long term, the study of multimodal training is necessary in order to develop a single communication mode system.



In order to investigate research in those areas, know-how in various related areas such as Natural Language Processing, Speech Processing, Computer Vision, Computer Graphics, Gestural interaction, Human Factors, Cognitive Psychology and Sociology of innovation has been gathered at Limsi.  The integration of modalities has been studied with different approaches.  Multimodal communication has been applied for providing information to customers (« Multimodal-Multimedia Automated Service Kiosk » (MASK) project), to graphic design interface (LimsiDraw and Mix3D projects) and to car navigation.  Transmodal communication has been studied for developing aids to the blinds (Meditor), and to the deaf (French Sign Language recognition).



Those research areas are similarly very active at the European level.  Several Spoken Language Processing projects have been conducted in the framework of major programs of the European Union, such as Esprit, Esprit « Long Term Research » or Telematics « Language Research and Engineering ».  They address both basic research and technology development from the very beginning in 1984.  New programs have been started recently, which focus more on the applications of such technologies and on the response to the needs of society, such as the « Language Engineering » program, the Info2000 program for the publishing industry, the « Multilingual Information Society » (MLIS) program, for providing support allowing for multilingual communication all over Europe, TIDE for the aids to the handicapped.  Also, the multimedia and multimodal aspects are specifically addressed in subprograms such as Intelligent Information Interfaces, Multimedia Systems or Educational Multimedia.



1.0	Human Communication: Perception, Production and Cognition



Human-Machine Communication (HMC) is a very active research field, and is one of the main areas in which computer manufacturer, telecommunication companies or the general electric equipment industry invest a large amount of R&D efforts. Communication includes the perception or production of a message or of an action, as an explicit or implicit cognitive process.  This communication establishes a link between the human being and his environment which is made up partly by other human beings.  Several communication modes coexist. For perception, the “5 senses”:  hearing, vision, touch, taste and odor, with reading as a specific visual operation, and speech perception as a specific hearing operation related to spoken language sounds.  For production, it also includes sound (speech, or general sound production), vision (generation of drawings, of graphics or, more typically, of written messages).  Those means are specifically involved in the communication between human beings.  Other actions can be produced, such as grasping, throwing, holding..., which generalize communication to the whole physical world.  Cognition is the central entity, which should be able to understand, or to generate a message or an action, from a knowledge source.  This activity relies on conscious processes (that allow, for example, to conduct a reasoning), or unconscious ones.  It takes into account the task to be fulfilled and the goal which is aimed at.  It plans the scheduling of actions in order to reach that goal, and takes decisions.  A specific aspect of HMC is the teleogical component (the fact that we prepare well in advance the actual generation of a linguistic event, of a sound or of a move).



2.0	Human-Machine Communication



The idea is thus to offer this ability, which is typical to human beings, to machines in order to allow for a dialog with the machine which then becomes an interface between the human being and the physical world with whom he communicates.  This world can be reduced to objects, but it can also be constituted by other human beings.  In the first case, which is much simpler, and for the three communication links of this human-machine-world triplet, both perception and production aspects appear.  The communication between the human and the real world can involve a direct communication, or may entirely be conducted through the machine.  The communication between the machine and the real world corresponds to Robotics, and includes effectors (robot, machine tool...), and sensors (normal or infra-red camera, sonar sensor, laser telemeter..., recognition of sounds (engine noises for example), or of odors (exhaust gas)...)

In the domain of HMC, the computer already has artificial perception abilities:  speech, character, graphics, gesture or movement recognition.  This recognition function can be accompanied by the recognition of the identity of the person through the same modes.  Recognition and understanding are closely related in the framework of a dynamic process, as the understanding of the beginning of a message will interfere with the recognition of the rest of the message.  The abilities of those communication modes are still limited, and imply the need of strong constraints on the use of the systems.  Gesture or movement recognition is made through the use of a special equipment, such as the VPL DataGlove, or even DataSuit, or the Cyberglove, which includes position sensors.  Other sensors allow for recognizing the direction of viewing (through an oculometer, or through a camera).  Reciprocally, the computer can produce messages.  The most trivial is of course the display on a screen of a pre-determined textual or graphical (including icons) message.  We could add Concept-to-Text generation, summary generation, speech synthesis, static or animated image synthesis.  They can be produced in stereovision, or as a complete environment in which the user is immersed (“virtual” reality), or be superimposed on the real environment (“augmented” reality), thus requiring to wear a special equipment.  The provided information is multimedia, including text, real or synthetic images and sound.  It is also possible, in the gestural communication mode, to produce a kinesthetic feedback, allowing for the generation of simulated solid objects.



Finally, the machine must also have cognitive abilities.  It must have a model of the user, of the world on which he acts, of the relationship between those two elements, but also of the task that has to be carried out, and of the structures of the dialog.  It must be able to conduct a reasoning, to plan a linguistic or non-linguistic act in order to reach a target, to achieve problem solving and aid to the decision, to merge information coming from various sensors, to learn new knowledge or new structures, etc.  Multimodal communication raises the problem of co-reference (when the user designates an object, or a spot, on the computer display and pronounces a sentence relative to an action on that object (“Put that there”).  Communication is a global operation, and the meaning comes from the simultaneous co-occurrence of various stimuli at a given time, in a given situation.  It is also necessary in the design of a HMC system to adjust the transmission of information through the various modalities in order to optimize the global communication.  The machine transmits to the human a real representation of the world, a modified reality or a fictitious world.  If the world also includes humans, the model gets more complex.  The machine then interacts with several participants, who share a common reference.  This reference can be a fiction generated by the machine.



3.0	A Long-Term Interdisciplinary Research



This research area is large.  Initially, laboratories used to work on the different communication modes independently.  Now, interdisciplinary research projects or laboratories address several modes in parallel.11, 23, 29  It appears that it is important to understand the human functions, in order to get inspiration when designing an automatic system, but, moreover, in order to model in the machine the user with whom it has to communicate.  Not only modeling those functions, but also modeling the world in which they occur.  This gives an idea of the size of the effort that has to be achieved, and it extends Human-Machine Communication to various research domains such as room acoustics, physics or optics.  It is important to link the study of both the perception and the production modes, with the machine playing the role of an information emitter or receiver, at various degrees going from a simple signal coding/decoding process to a complete understanding/generating process, for voice as well as for writing or visual information.  Artificial systems can also extend human capabilities: speaking with different timbres, or in several languages for example.



4.0	Progress in Spoken Language Processing



Large progresses have been made in the recent years in the field of Spoken Language Processing, and especially Speech Recognition.25  First operational systems were able, in the early 80’s, to recognize a small vocabulary (40 to 50 words), pronounced in isolation for a single speaker.  Those systems were based on pattern matching using dynamic programming techniques.  Several improvements were made possible among each of the 3 axes (from isolated to continuous speech, from speaker-dependent to speaker-independent and on the increase in the size of the vocabulary), with a similar approach.  But the use of statistical models, such as Hidden Markov Models (HMM) allowed for a large improvement on the 3 axes simultaneously, while also increasing the robustness of systems.  It allowed to include in the same model various pronunciations by the same speaker or pronunciations by various speakers.  It also allowed to use phone models instead of word models, and to reconstruct the word, including the various pronunciations reflecting the regional variants, or foreign accents, for the same language, from the phone models.  Using context-dependent phones, or even word-dependent phones, helped taking into account the coarticulation effect, while solving the problem of a priori segmentation.  A similar statistical approach was also used for language modeling, using the counts of the succession of 2 or 3 words in large quantities of texts corresponding to the application task (such as large quantities of correspondence for mail dictation).  New techniques allowed for better recognition in noisy conditions, or when using different microphones and for processing spontaneous speech, including hesitations, stuttering etc.  Those progresses result now in the availability of systems which can be used on specific tasks.  But the development of those systems for each application is a very large effort, as it is needed to constitute (record and transcribe) a large database reflecting as closely as possible the future use of the system in operational conditions.  The problem of dialog modeling is also still a very difficult area.  The design of task-independent systems is therefore presently the challenge.  Also, as a general problem, the actual use of prosody in spoken language understanding is an open issue.



One could also report progress in other fields of spoken language processing.  In text-to-speech synthesis, the quality was generally improved by using concatenative approaches based on real speech segments.  Intelligibility and naturalness were improved, even if the prosody still needs much improvement.  This corpus-based approach allow for voice conversion from one speaker to another, by using techniques developed for speech recognition, and for relatively easy adaptation to a new language.  The techniques developed for speech recognition were also successfully used for speaker recognition, language identification or even topic spotting.  They were also imported in the field of Natural Language Processing, allowing for progress in the specific field of written language processing, as well as in the contribution of this field of research to speech understanding and generation.





5.0	Linking Language and Image, and Reality



With the coming of “intelligent” images, the relationship between Language and Image is getting closer.11  It justifies advanced human-machine communication modes, because it requires such modes.  In an “intelligent” synthetic image (which implies the modeling of the real world, with its physical characteristics), a sentence such as “Throw the ball on the table” will induce a complex scenario where the ball will rebound on the table, then fall on the ground, which would be difficult to describe to the machine with usual low-level computer languages or interfaces.  Visual communication is directly involved in human to machine communication (for recognizing the user, or the expressions on his face, for example), but also indirectly in the building of a visual reference that will be shared by the human and the machine, allowing for a common understanding of the messages that they exchange (for example, in the understanding of the sentence “Take the knife which is on the small marble table.”  Instead of considering the user on one side, and the machine on the other side, the user himself can become an element of the simulated world, acting and moving in this world, and getting reactions from it.



6.0	Common Methodologies



One can find several similarities in the researches concerning those different communication modes.  In Speech and Vision Processing, similar methods are used for signal processing, coding and pattern recognition.  In Spoken and Written Language Processing, part of the morphological, lexical, grammatical and semantical information will be common, together with similar approaches in the understanding, learning and generating processes.  The same pattern recognition techniques can also be used for Speech and Gesture recognition.  Human-Machine communication is central in the debate between Knowledge-Based methods and Self-Organizing ones.  The first approach implies that the experts formalize the knowledge, and it may result in the necessity of modeling the law of physics or mechanics, with the corresponding equations.  The second approach is based on automatic training, through statistical or neuromimetic techniques, applied to very large quantities of data.  It has been applied with similar algorithms, to various domains of HMC, such as speech recognition or synthesis, character or object visual recognition, or to the syntactic parsing of text data.  The complementarity of those two approaches has still to be determined.  If it may appear that the idea of introducing by hand all the knowledge and all the strategies which are necessary for the various HMC modes is unrealistic, the self-organizing approach raises the problem of defining the training processes, and of building sufficiently large multimodal databases (one should compare the few hours of voice recordings that can be presently used by existing systems to the few years of multimodal perception and production that are necessary in the acquisition of the language by human beings).  Apart from the theoretical issues, the availability of computer facilities having enough power and memory is crucial.  This critical threshold has been attained very recently for speech processing, and should be reached in the near future in the case of computer vision.



7.0	The Need for Large Corpora in Order to Design and Assess Systems



A system which has been tested in ideal laboratory conditions, will show much worse performances when placed in the real context of the application, if it was not designed in order to be robust enough.  The problem of the assessment of the HMC systems in order to evaluate their quality and their adequacy with the application which is aimed at, is, in itself, a research domain.  This evaluation implies the design of large enough data bases, so that the models will include the various phenomena that they must represent, and so that the results are statistically valid.  In the domain of speech communication, such databases have been built in order to assess the recognition systems on specific tasks.  Similar actions also started in the case of Natural Language Processing, and of Image Processing, which requires quantities of information which are even larger.  This approach has been used extensively in the case of the design of Voice Dictation systems.  In this case, the language model can be built relatively easily from the huge amount of text data which are available in various domains (newspapers, legal texts, medical reports and so on).  The acoustic model can also be built from sentences, extracted from this text data, which are read aloud.  It is somehow more difficult to apply this approach to spontaneous speech, that will be found in actual human-human dialogs, as there is no available corpora of transcribed spontaneous speech comparable to what can be obtained for text dictation data, in order to build the language model.  However, using an already existing speech recognition system developed for voice dictation, in order to recognize spontaneous speech and build the corresponding language model could be considered, as soon as the recognition rate will be good enough to reduce the number of errors to a threshold acceptable for hand-made correction, and to detect the possibility of such errors (by using measures of confidence).  Reaching this threshold will probably allow for a big progress in speech recognition systems abilities, in the framework of a bootstrapping process, as it would allow to use speech data of unlimited size, such as those continuously provided by radio or TV broadcast.  This approach could be extended to multimodal communication.  It will then raise many research problems related to the evaluation of multimodal communication systems, and to the corresponding design, acquisition and labeling of multimodal databases.  It is also necessary to define a metric in order to measure the quality of the systems.  Finally, the ergonomic study of the system aims at providing the user with an efficient and comfortable communication.  It appears that the design of the systems should aim at copying the reality as much as possible, in order to place the human in an universe that he knows well and which looks natural to him.



8.0	Multimodal Spoken Language Communication



Humans use multimodal communication when they speak to each other, except in the case of pathology or of telephone communication.  Both the movements of the face and lips, but also the expression and posture will be involved in the spoken language communication process.  This fact, together with interesting phenomena, such as the “Mac Gurk” effect and the availability of more advanced image processing technologies, induced the study of bimodal (acoustical and optical) spoken language communication.  Studies in speech intelligibility also showed that having both a visual and an audio information improves the information communication, especially when the message is complex or when the communication takes place in a noisy environment.  This lead to studies in bimodal speech synthesis and recognition.



In the field of speech synthesis, models of speaking faces were designed and used in speech dialog systems.5, 7, 18  The face and lips movement were synthesized by studying those movements in human speech production, through image analysis.  It resulted in text-to-talking heads synthesis systems.  The effect of using the visual information in speech communication was studied, in various ways (using the image of the lips only, or the bottom of the face or the entire face) was studied and showed that the intelligibility was improved for the human “listener”, especially in a noisy environment.  In the same way, the use of the visual face information, and especially the lips, in speech recognition was studied, and results showed that using both information gives better recognition performances than using only the audio or visual information, especially in a noisy environment.14, 24, 31, 33  The use of lips visual information was also interestingly used for speaker recognition.19



This visual information on the human image has been used as part of the spoken language communication process.  However, other types of visual information related to the human user can be considered by the machine.  The fact that the user is in the room, or is seated in front of the computer display, or the gaze can be used in the communication process (waiting for the presence of the human in the room to synthesize a message, or choosing between a graphic or spoken mode for delivering information, if the user is in front of the computer or somewhere else in the room, adjusting the synthesis volume depending on how far he is from the loudspeaker, adapting a microphone array on the basis of the position of the user in the room31 or checking what the user is looking at on the screen in order to deliver an information relative to this area).  Face recognition may also help in order to synthesize a message addressed to a man or a woman, or specifically aimed at that user.  Even the mood of the user could be evaluated from his expression and considered in the way the machine will communicate with him.15, 16  Reciprocally, the expressions can vary in the synthesized talking head in order to improve the communication efficiency and comfort.  It has been shown for example that eyelids blinking is important for a better presence and communication, or having a simple groan from the talking head while the machine computes the answer to a question in a human-machine dialog.7



9.0	Multimodal Communication



Communication can also use different, both verbal and non-verbal, media.  A. Waibel proposes a multimodal (speech, gesture and handwriting) interface for an appointment scheduling task31  Those different modes can be used to enter a command, or to provide a missing information or to solve an ambiguity, following a request from the system.  Berkley and Flanagan6 designed the AT&T HuMaNet system for multipoint conferencing over the public telephone network.  The system features hands-free sound pick up through microphone arrays, voice control of call set up, data access and display through speech recognition, speech synthesis, speaker verification for privileged data, still image and stereo image coding.  It has been extended to also include tactile interaction, gesturing and handwriting inputs and face recognition12  In Japan, ATR has a similar advanced teleconferencing program, including 3D object modeling, face modeling, voice command and gestural communication. Rickheit & Wachsmuth26 describe a “situated artificial communicators” project using speech input by microphone, and vision input (for gestural instructions) by camera to command a one-arm robot constructor.  At Apple Computer,27 A. James & E. Ohmaye have designed the puppeteer tool aiming at helping designers to build simulations of interaction for people.  Puppeteer supports user input in various forms (icons selection, typing or through speech recognition), and combines animation and speech synthesis to produce talking heads. At IRST, Stringa & cols28 have designed, within the MAIA project, a multimodal interface (speech recognition and synthesis, and vision) to communicate with a “concierge” of the institute, which answers questions on the institute and its researchers, and with a mobile robot, which has the task of delivering books or accompanying visitors.  In the closely related domain of multimedia information processing, very interesting results have been obtained in the Informedia project at CMU on the automatic indexing of TV broadcast data (News), and multimedia information query by voice.  The system uses continuous speech recognition to transcribe the talks.  It segments the video information in sequences, and uses Natural Language Processing techniques to automatically index those sequences from the result of the textual transcriptions.  Although the speech recognition is far from being perfect (about 50% recognition rate), it seems to be good enough for allowing the user to get a sufficient amount of multimedia information from his queries.32  Similar projects started in Europe, and better recognition performances, more complex image processing (including character recognition) and multilingual information processing are aimed at for the future.



10.0	Experience in Spoken Dialog Systems Design at Limsi



Several multimodal human-machine communication systems have been developed at LIMSI, as a continuation of our work in the design of vocal dialog systems.  This issue was first studied in the design of a vocal pilot-plane dialog system sponsored by the French DoD. A cooperative effort with the MIT Spoken Language Systems Group aimed at developing a French version for the MIT Air Travel Information Service (ATIS), called L’ATIS.8  “Wizard of Oz” experiments were conducted very early, and the linguistic analysis of the resulting corpus in a train timetable inquiry system simulation was conducted.20  The Standia study of automated telematic (voice+text) switchboard has been conducted as a joint effort between the “Speech Communication” group and the “Language & Cognition” group.  The design of a voice dialog system has been explored within the framework of a multimedia air-controller training application, in the Parole project.21  The goal was to replace the humans who presently play the role of the pilots in those training systems by a spoken dialog module. Speech understanding uses speech recognition in conjunction with a representation of the semantic and pragmatic knowledge related to the task, both static (structure of the plane call-signs, dictionary, confusion matrix between words...) and dynamic (dialog history, air traffic context...).  The dialog manager determines the meaning of a sentence by merging those two kinds of information: the acoustic evidence from the speech recognition, and the knowledge information from the task model.  It then generates a command that modifies the context of the task (and the radar image), and a vocal message to the air-controller student, using multivoice speech synthesis.  The whole system is bilingual (French and English), and recognizes the language which is used. It is able to generate pilot's initiatives, and several dialogs can be held in parallel.



11.0	The Multimodal-Multimedia Automated Service Kiosk (MASK) Project



In the ESPRIT “Multimodal-Multimedia Automated Service Kiosk” (MASK), speech recognition and synthesis are used in parallel with other input (touch screen) and output (graphics) means.13  The application is to provide railway travel information to the railway customers, including the possibility to make reservations.  The complete system uses a speaker-independent, continuous speech recognition system, with a vocabulary of about 1500 words.  The signal acquisition is achieved by using 3 microphones and the system has to work in the very noisy environment of a railway station.  The acoustic model and the language model have been built by using a prototype, and by recording speakers having to fulfill a set of scenarios.  The language model is based on trigrams, trained on the transcription of about 15K utterances.  The semantic analysis is conducted by using a case grammar similar to the one developed for the Parole project.  A dialog manager is used, to determine a final complete semantic scheme which accesses a DBMS containing the railway travel information, and to generate a response including both graphical and vocal information.  The vocal information is provided through a “concatenated” speech approach, in order to obtain the best possible quality.  The system is presently mostly monomodal. In the near future, it should allow the users to either use speech or tactile input, or to use both together.  However, first Wizard of Oz studies seem to show that subjects tend to use one mode or the other, but not both at the same time, at least within a single utterance (while they may switch to another mode during the dialog, if one mode appears to be unsatisfactory).



12.0	The LIMSIDraw, Tycoon and Meditor Multimodal Communication Systems



A first truly multimodal communication system has been designed using vocal and gestural input, and visual output communication.  The task is the drawing of colored geometric objects on a computer display.30  The systems uses a Datavox continuous speech recognition system, a high definition touch screen, and a mouse.  Each of those communication modes can be used in isolation, or in combination with the others in order to give a command to the system.  Each input device has its own language model, and is connected to an interpreter, which translates the low-level input information (x,y coordinates, recognized words...) into a higher level information, accompanied by timing information, which is inserted in a waiting list, as part of a command.  Each interpreter uses the information provided by a User Model, a Dialog Model and a Model of the Universe corresponding to the application.  The Dialog Manager analyses the content of the waiting list and launches an execution command towards the output devices when it has filled the arguments of the specific command which was identified, taking into account the application model.  In order to assign the proper value to the argument, the dialog manager uses two types of constraints:  type compatibility (the value should correspond to the nature of the argument) and time compatibility (the reference to the argument and the corresponding value should be produced in a sufficiently close time interval).  The manager has two working modes: a designation type mode, without feed-back to the output, and a small movement type mode, where the user can follow on the screen his input until a stop condition occurs (such as handing-up from the screen).  The multimodal grammar of the user interface is described by an Augmented Transition Network structure.3  The experiments which were conducted with the system clearly show that gestural interaction is better for transmitting analog information, while speech is better for transmitting discrete information.



Several developments followed this first attempt.  A tool for the specification of multimodal interface has been designed.  It considers multimodality types, based on the number of devices per statement (one versus several), the statement production (sequential versus parallel), and the device use (exclusive versus simultaneous).  Another approach for modalities integration was experimented as an alternative to Augmented Transition Networks.  The TYCOON system22 is based on a neuromimetic approach, called Guided Propagation Networks, which uses the detection of temporal coincidences between events of different kinds (in this case multimodal events).  It features a command language which allows the user to combine speech, keyboard and mouse interactions.  A general modality server has been designed in a Unix environment, which has the role of time-stamping events detected from those different modalities.  A multimodal recognition score is computed, based on the speech recognition score, the correspondence between expected events and detected events, and a linear temporal coincidence function.  It has been applied to extend the capabilities of a GUI used for editing Conceptual Graphs, and in the design of an interface (speech + mouse) with a map, in an itinerary description task.



Based on the previous LimsiDraw system, an application of multimodal communication for the design of a text editor for the blind has been achieved.4  The system uses a regular keyboard, a braille keyboard and a speech recognition system as inputs, a text-to-speech and a sound synthesis systems and a braille display as outputs.  The system allows for the following functions: read a text with embedded character attributes, such as style, color, fonts; select, copy move or delete parts of a text; modify text or attributes; search strings of text with specific attributes; read parts of text using speech synthesis; insert, consult and modify additional information on words (annotations).  Most of the input operations involve tactile (through braille keyboard) accompanied by speech communication.  Output information integrates tactile (braille) and spoken modalities.  A first stage evaluation was conducted, addressing three kinds of exercises (coloring words having a given grammatical category, getting definition of some words by speech synthesis, text editing using cut, copy and paste commands).  Those experiments showed that the multimodal communication appeared as very natural, and easy to learn.  Future work will address the major problem of how to adapt Graphical User Interface (GUI) for blind users.



13.0	Transmodal Communication and the Tactile Communication Mode as an Alternative to Speech



Another interesting aspect of the works in this area is the possibility to transfer the information from one modality to another, such as vision to speech, or speech to gesture in order to help the handicapped people to better communicate with the machine.  Activities may be reported in the field of generation of a text from a sequence of video frames.  Initial systems would generate a text corresponding to a complete image sequence, while current systems, such as VITRA are able of producing text incrementally about real-world traffic scenes or short video clips of soccer matches.35  Reciprocally, other systems would generate images from a text, such as the works related to the production of cartoons directly from a scenario.  Of great interest is also the bimodal (text+graphics) automatic generation from concepts.  It has been applied in the automatic design of directions-for-use booklets.  It includes both a graphical and a textual part, and automatically decides on which is the information that should be provided graphically, what should be the information provided by text, and how they should relate to each other.1, 34  Very interesting results have also been obtained by transcribing a visual scene to a tactile information, as it seems that blind people would rapidly learn to recognize such transcribed scenes.17



The gestural communication mode may be used as an alternative to speech, especially when speech is used for communicating with other humans, so that communicating also by speech with the machine would bring confusion.  In this framework, we conducted experiments on the possibility of using free-hand gestural communication for managing a slide presentation during a talk.2  The HMC is thus monomodal (gestural) although the complete communication is multimodal (visual, gestural and vocal), and multimedia.  The gestural communication was made through a VPL DataGlove.  The user could use 16 gestural commands (using the arm and the hand) to navigate in the hypertext and conduct his presentation, such as going to the next, or to the previous, slide, to the next, or previous chapter, or highlighting a zone of the slide.  Although, it appeared that the system was usable after some training, some user errors were difficult to handle:  those caused by the “immersion syndrome” (the fact that the user will also use gestures that are not commands to the system, but which accompany naturally his verbal presentation), or errors caused by hesitations when issuing a command, due to the stress.  It appeared that, while it was easy to correct a clearly misrecognized gesture, it was more difficult to correct the result of an insertion error, as it is difficult to figure out what was the gesture which caused that error and to remember what is the counter gesture.



Another use of gestural communication was for sign language communication (ARGO system).  In this framework, a VPL DataGlove was used in order to communicate with the machine.  The “speaker” produces full “sentences”, which include a sequence of gestures, each of them corresponding to a concept, according to the French Sign Language (LSF).  The HMM software developed at Limsi for continuous speech recognition was used for recognizing the sequence of concepts.  The meaning of the sentence is transcribed on a 3D model of the scene, as it highly depends on the spatial layout (place of the “speaker” in relation to the places where the “actors” he is speaking of are standing).10



14.0	The MIX3D and Sammovar Projects



A more ambitious project is now being conducted, including computer vision and 3D modeling, natural language and knowledge representation, speech and gestural communication.  The aim of the project is to design a system able to analyze a real static 3D scene by stereovision, and to model the corresponding objects (object models will benefit from the real world input and will in turn improve the scene analysis system).  The user will have the possibility to designate, to move and to change the shape of the reconstructed objects, using voice and gestures.  This project will address the difficult problem of model training in the framework of multimodal information (how non-verbal (visual, gestural) information can be used in order to build a language model, how linguistic information can help in order to build models of objects, and how to train a multimodal multimedia model).



A first step has been achieved in this project with the design of a multimodal X Window kernel for CAD applications.9  The interface is made up of a keyboard, a mouse and a speech recognition system.  The output comprises a high quality graphic display and a speech synthesis system.  The designer uses both the mouse and the voice input to design the 3D objects.  The user inputs graphic information with the tactile device, while attaching or modifying information by voice on the corresponding figures.  If necessary, the system provides an information through speech synthesis, informing the user that the action has been properly completed.  The multimodal interface allows the user to concentrate his attention on the drawing and object design, as he doesn’t have to use the same tactile device to click on a menu and as he also doesn’t have to read a written information somewhere else on the display.  The interaction is still not synergetic, but sequential.  The same interface has also been applied to the design of 2D objects, including hand drawing, followed by the naming of a geometrical type for the previously drawn object.  The final shape is generated as a results of the integration of those two kinds of information.



15.0	Spoken Language Processing and Multimodal Communication in the European Union Programs



The European Union launched several Framework Programs in the R&D area, which lasted 4 to 5 years: FP1 (1984-1987), FP2 (1987-1991), FP3 (1990-1994), FP4 (1994-1998), and it is now preparing the next program, FP5 (1998-2002).  The activities in spoken language processing and more generally in Multimodal communication, took essentially place in 2 programs: ESPRIT, now called the IT (Information Technology) program, and TELEMATICS, with a specific action line on Language Engineering.  But those topics may also be present in other programs of the commission.



The ESPRIT / IT program was managed by DGXIII-A, and is now managed by DGIII in Brussels.  The pilot phase of this program started in 1983.  The following programs took place until now, with some overlap between the different phases:  ESPRIT I (1984-1988), ESPRIT II (1987-1992), ESPRIT III (1990-1994) and ESPRIT IV (1994-1998).  The underlying policy of the projects is cooperation, not competition, within projects.  There is not much cooperation between projects and all projects are with a limited time duration.



We may identify 31 Spoken Language projects in various areas, from 1983 on, in different topics related to speech processing, and each topic contains several projects:



Basic research in speech communication: ACTS, ACCOR I/II, VOX, SPEECH MAPS

Speech technology improvements: SIP, IKAROS, SPRINT, PYGMALION, HIMARNET, WERNICKE, SPRACH

System assessment and evaluation: SAM 1 / 2 / A, 449

Multilingual Speech-to-Text and Text-to-Speech systems: 291/860, POLYGLOT

Spoken dialog: PALABRE, SUNDIAL, PLUS

Robust speech I/O Systems: ARS, ROARS, ROBUST

Speech and the office workstation: SPIN, IWS, MULTIWORKS

Telecommunication applications: SUNSTAR, FREETEL

Computer Aided Education applications / Language Training: SPELL I / II

Games: IVORY

Multimodal dialog for information services applications and Multimedia info processing: MASK, MIAMI, THISTL



Apart from those Spoken Language Processing projects, there were also several Natural Language Processing projects, in different areas:



Basic research in NL processing: DYANA I / II, DANDI

Multilingual NL processing: TWB, INTREPID, EMIR

Lexicons: MULTILEX, ACQUILEX I / II



Other projects are more remotely linked to spoken or written language processing: HERODE, SOMIW, PODA, HUFIT, ACORD...



On Fall 1993, the ESPRIT management asked for a study of the impact of ESPRIT Speech projects and produced a report.



The results of this study stated that a 126 MEcu effort has been devoted to speech (total budget) within Esprit.  This corresponds roughly to a total of 1,000 Man-Years, over 10 years (1983-1993).  It is estimated that this represents about 12% of the total European activity on speech.  This means that Esprit funded 6% of total activity, which is considered to be a small share of the total effort.



Twenty-two projects have been conducted and 9 of those projects produced demonstrators.  In 1993, 13 industrial companies reported intention to put products on the market, with an extra effort of 18 MEcu. 4 were already on the market in 1993 and reported a 2 MEcu income on that year, and all 13 estimated to reach a 100 MEcu income by 1996, while 2 SMEs were to make 90% of that income.  This represents a return of investment of 1.3% by 1993 and 72% by 1996, which is considered to be low.



The reasons for this low performance was analyzed as due to the fact that no exploitation plans were mentioned in the projects from the beginning, no market investigation was conducted, and the attitude of large industrial groups was more as “technology watch.”  Since then, large groups quitted the speech scene or still stayed as “technology watch.”  Those groups are ready to buy elsewhere (illustrating the « not-invented-here syndrome »).  The Small and Medium Enterprises (SMEs) are more active, for « staying alive » reasons.  The projects were too much technology-pull, not enough market-push, while speech was still the “cherry on the cake” for many customers.



In the present IT program (1994-1998), and although there is a specific « Language Engineering » program  in the Telematics action, it was said that « Speech and Natural Language Processing » was also most welcomed (especially the technology development within Long Term Research) but there is no specific area for it in the program.  Human-Machine Communication activities, including verbal and non-verbal communication, may be found in Domain 1 (Software Technologies) / Area 4 (Human-Centered Interfaces), with applications to manufacturing, command & control, training, transport, entertainment, home and electronic business systems.  It is contained in 3 action lines: User-Centered development, Usability and User interface technologies (Virtual Reality, multimodality, NL & speech interfaces).  The goal is to study the application-user interface interaction.  The same topic may also be found in Domain 3 (Multimedia systems), within Area 1 (Multimedia Technology) and Area 2 (Multimedia objects trading and Intellectual Property Rights).



Domain 4 (Long Term Research) is structured in 3 different areas: Area 1: Openness to ideas, Area 2: Reactiveness to Industrial Needs, and Area 3: Proactiveness.  One of the 2 action lines (the other one being « Advanced Research Initiative in Electronics ») within Area 3 is « The Intelligent Information Interfaces » (I3), which addresses the concepts of a broad population, interacting with information in a Human-centered system.  The project should address new interfaces and new paradigms.  This resulted in the start-up of the I3Net network, made up of a small set of founding members, who also gathers representatives from each projects retained by the European Commission in this area.  The action is structured into 2 schemata: The Connected Community (mostly dealing with Augmented Reality), and The Inhabited Information Spaces (addressing the Large scale information systems with broad citizen participation).



In Domain 5, one spoken language project is developed within the Open Microprocessor Systems Initiative (OMI): IVORY, with applications in the domain of games.  In Domain 6  (High Performance Computing & Networking (HPCN)), it is present in Area 4: Networked Multi-site applications.



The Telematics program is managed by DGXIII in Luxembourg.  It included 12 Sectors, with a 900 MEcu budget: Information Engineering , Telematics for Libraries, Education and Training, Transport, Urban and rural areas... Within Telematics, the “Linguistic Research Engineering” (LRE) lasted from 1991 to 1994, with a budget of 25 MEcu coming from the EU. It was followed by a Multilingual Action Plan (MLAP) (1993-1994), with a 8 MEcu budget from the EU. Finally the Language Engineering program (LE) (1994-1998) is now on-going.  The total budget spent in this program is presently 80 MEcu, 50 MEcu coming from the EU.  Those programs are the follow-up of the Eurotra Machine Translation program, and they now include Spoken language processing.  The program is Application and User oriented, and the idea when it was launched in 1994 was to possibly make good applications with still imperfect technologies.



In Linguistic Research and Engineering (LRE) and in MLAP, 8 projects were related to speech on a total of 56 projects.  It included projects on several R&D areas: Assessment  (SQALE (Multilingual Speech Recognizer Quality Evaluation)); Spoken Language Resources (EUROCOCOSDA (Interface to Cocosda / Speech resources), RELATOR (Repository of Linguistic Resources), ONOMASTICA (Multilingual pronunciations of proper names), SPEECHDAT (Speech DBs for Telephone applications & Basic Research)); Language Acquisition (ILAM (Aid to Language Acquisition)); Railway Inquiry Systems (MAIS (Multilingual Automatic Inquiry System), RAILTEL (Spoken dialog for train time-table inquiries)).



In the on-going Language Engineering (LE) program, 8 projects are on speech on a total of 38 projects.  Those projects may also be gathered in several R&D areas.  Spoken dialog (ACCESS (Automated Call Center Through Speech Understanding Systems), REWARD (REal World Applications of Robust Dialogue), SPEEDATA (Speech recognition for data-entry applications), ARISE (Telephone-based railway inquiries )); Car navigation (VODIS: (Advanced Speech technologies for Voice Operated Driver Information Systems)); Speaker recognition (CAVE (Caller Verification In Banking and Telecommunications)); Spoken Language resources (SPEECHDAT-2 (Speech Databases for Creation of Voice Driven Teleservices)) and Language training (SPEAK (Language Training and authoring keys)).  The 4th Call for Proposal was issued on December 1996 with a deadline in April 1997 and a budget of 21 MEcu.  The present feeling is that there is a need now to invest again on Language Engineering Technologies development, in parallel with applications.



It also appears that there should be a permanent infrastructure.  Such an infrastructure may be brought off in different areas: Coordination of research (ELSNET: European Language and Speech Network), founded in 1991), Standards (EAGLES: Expert Advisory Group on Language Engineering Standards) and Language Resources (ELRA: European Language Resources Association).

Other Programs also address Human-Machine Communication and Human Language Technology.



The MLIS (Multilingual Information Society) program, started for a duration of 3 years (1997-1999), with a budget of 15 MEcu.  The main objective is to bring a technological support to Multilingualism in Europe.  It is organized in 3 domains:



Cooperative service network for European Language Resources

Exploiting language technology, standards and resources

Promoting use of advanced language tools and services in the public sector



A Call for Proposal was issued in December 1996 on « Translation and language use in business environment ».



The INFO2000 program is scheduled from 1996 to 1999.  The goal is the development of the Multimedia content industry and the use of Multimedia content.  It contains 2 actions:



Production of high quality multimedia information content

Network of Multimedia Information Demonstration & support nodes



We should also mention DRIVE (on Education technologies and applications), AIM (on Medical applications) and TIDE (Aids to the handicapped) within the Telematics program.



Some spoken language processing projects also appear in the RACE / ACTS (Advanced Communication Technologies and Services) program, under different headings:



Interactive Digital Multimedia Services

High Speed Networking

Mobility and Personal Communication Networks

Intelligence in Networks and service Engineering

Quality, security and safety of communication services and systems



Apart from those technically oriented programs, other programs addressed Socio - Economic issues.  The Forecasting and Assessment in the field of Science and Technology (FAST ) program lasted from 1978 to 1987, with a follow up in the MONITOR/FAST program (1989-1993).  It included an Anthropocentric Production Systems (APS) part.  The program was stopped, apparently due to the pressure coming from technologists, and to the difficulty to forward the recommendations to the designers.



More recently, the Targeted Socio-Economic Research (TSER) action was launched.  It includes 3 sub-parts:



Evaluation of science and technology policy options (ETAN)

Research on Education and training

Research on social integration/exclusion in Europe



Transversal programs may also bring a support to the specific programs.  Several actions may be found in HCM / TMR (Human Capital and Mobility / Training and Mobility of Researchers).  The ERASMUS / SOCRATES program supports an academic training network in “Phonetics and Speech Communication.”  This program also allows cooperation actions with the USA.  The PECO, INCO-COPERNICUS and INTAS programs allow for the cooperation with Central and Eastern European countries and FSU.  The INCO-DC program allows for the cooperation with Mediterranean countries (Maghreb...) and others (India...)



A new transversal Thematic Call Workprogramme aims at promoting pluridisciplinary actions, which are trans-domain and trans-program (IT, ACTS, Telematics...).  It contains 4 different topics:  IT for Mobility, Electronic Commerce, Information Access & Interfaces, and Learning & Training in Industry.



Another transversal action is the Educational Multimedia Joint Call.  It gathers expertise from different participants which may already be in different programs, and may get support from specific programs (Telematics, Information Technologies (IT) or Targeted Socio-Economic Research (TSER)), but also from Education (Socrates), Training (Leonardo da Vinci), or Trans-European Networks (TEN-Telecom) programs.



Finally, it should be stressed that those topics are included in one of the 3 priorities of the fifth Framework Program FP5 (1998 - 2002), now under discussion: 



Unlocking the resources of the living world and the ecosystem

Creating a User-Friendly Information Society

Promoting competitive and sustainable growth



16.0	Conclusion



Research and development in Human-Machine Communication is a very large domain, with many different application areas.  It is important to ensure a good link between the studies of the various parts which are necessary for building a complete system and ensure its adequacy with a societal or economic need, and to devote a large effort in the long term for the development of the various components themselves as well as for the integration of those various components at a deep level.  The European Commission and the European laboratories developed a large effort in this area and prepare an even larger effort for the near future.
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Abstract



In the areas of image/speech processing, researchers have long dreamed of producing computer agents that can communicate with people in a human-like way.  Although the non-verbal aspects of communications, such as emotions-based communications, play very important roles in our daily lives, most research so far has concentrated on the verbal aspects of communications and has neglected the nonverbal aspects.  To achieve human-like agents we have adopted a two-way approach.  1) To provide agents with nonverbal communications capability, engineers have started research on emotions recognition and facial expressions recognition.  2) Artists have begun to design and generate the reactions and behaviors of agents, to fill the gap between real human behaviors and those of computer agents.



1.0	Introduction



In this paper, the possibilities that might emerge by combining image/speech processing technologies and art are discussed.  Generally, engineering technologies tend to open at the forefront but eventually tend to dissociate from human factors in the name of “high tech”.  In contrast, art expresses the deepest parts of humans such as emotions or senses.  Putting things in perspective, art and technology seem to be like oil and water.



In ancient times, however, a lot of people were both an engineer and an artist.  In modern times, on the other hand, the gap between art and technology has been getting wider and wider with the rapid progress in science and its specialization.



In the field of communications, the development of new communication systems and services for the next century is expected by the utilization of the high technology called “Multimedia”.  However, we cannot deny that there is some anxiety that our future society, to be full of high-technology equipment, will lack human compassion and therefore, will be gloomy.  The reason for this is that recent technologies have been advancing in a direction that ignores the human senses and emotions.



Yet, we think it is important to develop services and systems while considering the human senses and emotions.  For this reason, we believe it is necessary for engineers to work together with people who can handle these human factors, such as artists.  Based on this point of view, in our research laboratories, we are carrying out research, aimed at new communications technologies, based on collaboration between artists and engineers.  In this paper, basic concepts and examples of such trials will be stated.



2.0	Communications and Image/Speech Processing



2.1	Intellectual Activities of Human Beings and Image/Speech Processing



Handling the intellectual activities of human beings is Artificial Intelligence (AI)’s main subject.  Among the various kinds of intellectual activities we focus on the functions of human communications.  The main reason is that general aspects of intellectual activities are expressed in communications.  In this area, so far, engineers have been concentrating their research on robots or computer agents that have functions to communicate with human beings.  The major part of this research, sadly to say, has been emphasizing only the verbal aspects of communications.  For example, speech recognition has been aiming at extracting  basic meanings, that is, verbal information.  However, it has been recognized that in daily life, the transfer of emotions and senses, that is, non-verbal communications, also plays an important role.  For example, speech includes speaker-related information and emotions-related information in addition to verbal information.  In speech recognition, however, non-verbal information has been ignored and treated as noise.



Creating human-like computer agents or characters requires the research and development of technologies concerned with non-verbal communications.  Agents adopting such technologies may be able to have hearty communications with human beings.



2.2	Communication Model



Figure 1 shows a human communication model.  It should be noted that this model has a  similar construction to the human brain.  In the outer layer, which corresponds to the new cortex in the brain, there is a layer that controls communications based on the use of a language.  Researchers in the AI field have been studying the mechanism of this layer.
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Speech recognition is a typical example of AI research.  In the field of speech recognition, research has been done for many years on algorithms that can achieve a high recognition performance by handling only the logical information included in speech.  As stated above, logical information is only a part of the whole information that  constitutes speech.  Other rich information, like information on emotions or senses are also included.  Such information are considered to be created at the deeper level layers, that is, the Interaction and Reaction layers as indicated in Fig. 1.



The interaction layer controls actions to maintain the communication channels, like nodding, controlling the speech rhythms, or managing the changes of speech turn.  This layer plays an important role in achieving smooth human communications.  Under this layer is the Reaction layer, which controls more basic actions.  Examples of these actions include turning one’s face toward the direction from which a sound had come or closing one’s eyes upon suddenly sensing a strong light.  Such functions were obtained in ancient times when human beings were still uncivilized.



Thus, not only the handling of logical actions and information but also the handling of functions at deeper layers plays an important role in human communications.  These functions create and understand non-verbal information like emotions and senses.  The reason why efficiency in speech recognition has so far been limited is because such essential information has been neglected as noise.  Therefore, in order to understand general human communications functions including the sending-receiving of emotional information other than logical information, it is necessary to research the mechanism of the Interaction layer and Reaction layer and to integrate the results with the functions of the Communication layer.  By doing so, agents with human-like behaviors can be created.



3.0	Approach Aiming at the Integration of Art and Technology



In the previous section, the necessity of studying the action mechanisms of the deeper level layers in human communications was explained.  This section proposes the idea of integrating technology and art.



As stated before, in the engineering field, research is being done targeting the handling of logical information in human communications.  As the research advances, however, it is becoming clear that the mechanisms of deeper level communications, like communications based on emotions or senses do play an essential role in our daily communications.  It is, therefore, inevitable to be able to handle information on emotions and senses, which had not been handled in the engineering field up to now.  On the other hand, artists have long handled human emotions and senses.  Therefore, further development is expected by having engineers collaborate with artists.



Art too has seen a notable movement recently.  This is due to the emergence of a field called Interactive Art.  The important function of art is to have an artist transfer his/her concepts or messages to an audience by touching their emotions or senses.  In the long history of art, this means of communications has been refined and made sophisticated.  However, it cannot be denied that in traditional art, the flow of information in communications has been one-way, that is, information is transferred from the artist to a passive audience.



With Interactive Art, the audience can change expressions in art works by interacting with them.  That is, the audience provides feedback to the various art works and this consequently enables information to flow from the audience to the artist.  Therefore, in Interactive Art, information flow is both ways, that is, true communications is achieved.  A comparison of information flows between traditional art and Interactive Art is illustrated in Fig. 2. 
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At the same time it should be pointed out that this Interactive Art is still developing and that interactions remain at the primitive level, like causing a change by pushing a button.  Therefore, it is necessary for Interactive Art to adopt image/speech processing technologies to raise primitive interactions to the communications level.



For this aim, from an engineering viewpoint, collaboration with art is required to give computers human-like communications functions.  From the art side, adopting new technologies is necessary to improve the current Interactive Art, from the level of interactions to that of communications.  As both approaches share the same target, the time is ripe for collaboration between art and technology to progress.



4.0	Examples of Approaches Integrating Art and Technology



In our laboratory, based on the above idea, we started to employ artists in the Interactive Art field from last year and began new attempts to carry out research based on collaboration and joint activities between artists and engineers.  In the following, some examples of research activities in our laboratory are described.



4.1	Emotional Agent “MIC”1, 2



In human communications using voices, emotions play a very important role.  Sometimes, information on emotions is more essential than the logical information included in speech.  This can be confirmed from the fact that babies start to recognize emotional information before they can recognize information in their mothers’ voice.  In the case of adults too, we can recognize what other people want to say at a deeper level by integrating information on meanings and emotions included in speech.  This is the key for communications to proceed smoothly.  Unfortunately we have to say that, in the field of AI so far, focus has been on recognition of only meaning information and emotions have been neglected as noise.  In order to create an agent with human-like behaviors, therefore, it is necessary to add functions enabling it to recognize emotions and to react to them.



“Neuro Baby”3 was produced according to this idea.  Neuro Baby is a computer character that is capable of recognizing four emotions included in speech and reacting to them by changing his facial expressions.  Based on the experiences in developing and exhibiting Neuro Baby, we then produced “MIC” last year.  In comparison with Neuro Baby, MIC has the following improvements.

A better ability in non-verbal communications:  MIC is a character that reacts to emotions involved in speech just like Neuro Baby.  He can recognize eight emotions (joy, anger, surprise, sadness, disgust, teasing, fear, and normality) to Neuro Baby’s four.  The reaction patterns of the character were also improved:  A CG image of a full-length portrait was created and the character’s emotional reactions were expressed by whole body reactions as well as facial expressions.

Improvement of functions for emotions recognition:  By adopting the following methods and technologies, functions for emotions recognition were improved.

To improve the emotions recognition capability of MIC, a combined-type neural network architecture was introduced.  Eight neural networks that corresponded to each of the eight emotions were prepared and emotions recognition was achieved by feeding feature parameters into these eight networks in parallel.

By using speech data, that is, various kinds of phonetically balanced words uttered by many speakers, as training data, speaker-independent and content-independent emotions recognition became possible.



The whole processing flow is shown in Fig. 3 and the construction of the emotions recognition part is presented in Fig. 4.  According to the emotions recognition results, MIC reacts by changing his facial expressions and body actions.  These reactions were carefully designed and developed by an artist.  This approach, combined with emotions recognition technology, has enabled the agents to behave truly human-like.  An example of MIC’s representative reaction patterns is given in Fig. 5.
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4.2	Virtual KABUKI4,5



Facial expressions play an important role in human natural communications.  We communicate with other persons smoothly by recognizing their emotions through their facial expressions and also by expressing our emotions through our facial expressions.  In order to design an agent with a human shape in a virtual space, therefore, a technique is required to extract facial expressions from its image in real time and to reproduce them with a three-dimensional face model.  For this objective, we studied the real-time recognition of facial expressions and reproduction technologies.  As an example of applying this technique to the creation of a human-like agent, we examined the reproduction of a three-dimensional face model of a KABUKI actor.  The flowchart for recognition of facial expressions and creation processing is shown in Fig. 6.  The recognition of facial expressions and creation processing system consist of three parts:  extraction of expressions, face reconstruction, and face modeling.  The face model must be created beforehand; a three-dimensional model of the face is created in the form of a wire frame model.  With this wire frame model, the facial shape is made similar to an assembly of small triangular patches and the color texture of the face is rendered on these triangle patches.  In order to extract facial expressions in real time, the subject puts on a helmet and a small video camera attached to the helmet takes images of the subject’s face.  If the position or direction of the head changes, the helmet follows these changes and always extracts facial images stably.  Next, DCT conversion (discrete cosine conversion) is carried out on the obtained images by the camera and changes of facial compositions, such as the eyes or mouth opening/closing, are extracted.  Information on the changes are reflected in the transformation of the three-dimensional model and the extracted facial expressions are reconstructed as facial expressions of a KABUKI actor.  An example of a reconstructed KABUKI actor is shown in Fig. 7.
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Of course, a key point of this system is, technically, the extraction of facial expressions in real time.  At the same time, the transformation technique, which extracts the expressions and reproduces them as a KABUKI actor’s expressions, is essential.  Note that an artist creates the KABUKI actor’s face model to add an artistic touch.  By adding such an artistic element, anyone can transform himself into a KABUKI actor.  By extending this idea, the possibility of new entertainment, such as the combination of a role playing game and a movie, where someone enters into a virtual space and experiences various stories, can be born.



5.0	Conclusion



In this paper, the possibility of new technologies which can be developed by integrating art and technology was discussed by referring to problems current technology is facing.  It was also stated that, by combining AI research, such as processing technologies for image and speech, with artistic approaches, the possibility exists that fundamental technologies as well as systems and services for new communications can be created.  As examples of this new direction, some projects have been introduced that are being done at ATR Media Integration & Communications Research Laboratories.  These projects have just started but we highly await their results.  Detailed progress reports will be given on other occasions.
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Abstract:



We are currently in the midst of a revolution in communications that promises to provide ubiquitous access to multimedia communication services.  In order to succeed, this revolution demands seamless, easy-to-use, high quality interfaces to support broadband communication between people and machines.  In this paper we argue that spoken language interfaces (SLIs) are essential to making this vision a reality.  We discuss potential applications of SLIs, the technologies underlying them, the principles we have developed for designing them, and key areas for future research in both spoken language processing and human computer interfaces.



1.0	Introduction

	

Around the turn of the twentieth century, it became clear to key people in the Bell System that the concept of Universal Service was rapidly becoming technologically feasible, i.e., the dream of automatically connecting any telephone user to any other telephone user, without the need for operator assistance, became the vision for the future of telecommunications.  Of course a number of very hard technical problems had to be solved before the vision could become reality, but by the end of 1915 the first automatic transcontinental telephone call was successfully completed, and within a very few years the dream of Universal Service became a reality in the United States.



We are now in the midst of another revolution in communications, one which holds the promise of providing ubiquitous service in multimedia communications.  The vision for this revolution is to provide seamless, easy-to-use, high quality, affordable communications between people and machines, anywhere, and anytime.  There are three key aspects of the vision which characterize the changes that will occur in communications, namely:



the basic currency of communications switches from narrowband voice telephony to seamlessly integrated, high quality, broadband, transmission of voice, audio, image, video, handwriting, and data.

the basic access method switches from wireline connections to combinations of wired and wireless, including copper cable, fiber, cell sites, satellite, and even electrical power lines.

the basic mode of communications expands from people-to-people to include people-to-machines.



It is the third aspect of this vision that most impacts research in human computer intelligent communication.  Although there exist a large number of modalities by which a human can have intelligent interactions with a machine, e.g., speech, text, graphical, touch screen, mouse, etc., it can be argued that speech is the most intuitive and most natural communicative modality for most of the user population.  The argument for speech interfaces is further strengthened by the ubiquity of both the telephone and microphones attached to personal computers, which affords universal remote as well as direct access to intelligent services.



In order to maximize the benefits of using a speech interface to provide natural and intelligent interactions with a machine, the strengths and limitations of several technologies need to be fully understood.  These technologies include:



coding technologies that allow people to efficiently capture, store, transmit, and present high quality speech and audio;

speech synthesis, speech recognition, and spoken language understanding technologies that provide machines with a mouth to converse (via text-to-speech synthesis), with ears to listen (via speech recognition), and with the ability to understand what is being said (via spoken language understanding);

user interface technologies which enable system designers to create habitable human-machine interfaces and dialogues which maintain natural and sustainable interactions with the machine.



In the remainder of this paper we first motivate the growing need for SLIs by describing how telecommunication networks have and are continuing to evolve.  Then we discuss the wide range of current and potential applications of SLIs in the future communications network.  We next describe the current status of  speech and human computer interaction technologies that are key to providing high quality SLIs, including speech and audio coding, speech synthesis, speech recognition, and spoken language processing.  We next turn to the question of how to put these technologies together to create a natural, easy-to-use, spoken language interface.  We then discuss a number of design principles for SLIs that we have developed and show how they have been instantiated in a range of  SLIs.  We conclude with a brief discussion of areas for further research.



2.0	The Evolution of Telecommunication Networks 



Figure 1 shows a simplified picture of how the fundamental telecommunications networks have evolved over their first 100 years of existence (Bryan Carne, 1995).  Basically there are two distinct networks, namely POTS (Plain Old Telephone Service) and PACKET (often called the Internet).



The POTS network is a connection-oriented, narrowband, voice centric network whose main functionality is digital switching and transmission of 3 kHz voice signals (from a standard telephone handset) digitized to 64 Kbps digital channels.  Data (in the form of modem signals from a PC or a FAX machine) can be handled rather clumsily by the POTS network through the use of a voiceband modem which limits the speed of transmission to rates below 64 Kbps.  Services on the POTS network (e.g., basic long-distance, 800 number calling, call forwarding, directory services, conferencing of calls, etc.) are handled via a distributed architecture of circuit switches, databases and switch adjuncts.  Signaling (for call setup and call breakdown, look ahead, routing, database lookup and information passing) is handled by a side (out of band) digital channel (the so-called SS7 (Signaling System 7) system) which is essentially a parallel 64 Kbps digital network.
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Fig. 1   The telecommunications Network of Today.



The PACKET network is a connectionless, wideband, data centric network whose main functionality is routing and switching of data packets (so-called IP (Internet Protocol) packets) from one location to another in the network using the standard transmission protocol, TCP/IP (Transmission Control Protocol/Internet Protocol), associated with the Internet.  The packets consist of a header and a payload, where the header contains information about the source and destination addresses of the packet, and the payload is the actual data being transmitted.  The PACKET network was designed to efficiently handle the high burstiness of data transmission.  Voice signals can be handled by the PACKET network, albeit rather clumsily, because of several inherent problems including the long delays associated with routing and switching in the PACKET network, the irregularity of transmission due to variable congestion in the network, and the need for sophisticated signal processing to compress and digitize speech into appropriate size packets.  Services in the PACKET network are provided by servers attached to the PACKET network and running in a client-server mode.  Typical services include browsing, searching, access to newspapers and magazines, access to directories, access to bookstores, stock offerings, etc.  Since packets are self routing, there is no outside signaling system associated with PACKET networks.



A major problem in today’s network is that, because of their separate evolution, the POTS and PACKET networks are only weakly coupled, at best.  Hence services that are available on the POTS network cannot be accessed from a PC connected to the PACKET network; similarly services that are available on the PACKET network cannot be accessed from a telephone connected to the POTS network.  This is both wasteful and inefficient, since essentially identical services are often offered over both networks (e.g., directory services, call centers, etc.), and such services need to be duplicated in their entirety.



Recently, however, telecommunications networks have begun to evolve to the network architecture shown in Figure 2.  In this architecture, which already exists in some early instantiations, there is tight coupling between the POTS and PACKET networks via a Gateway which serves to move POTS traffic to the PACKET network, and PACKET traffic to the POTS network.  Intelligence in the network is both local (i.e., at the desktop in the form of a PC, a screen phone, a Personal Information Manager, etc.), and distributed throughout the network in the form of active databases (e.g., an Active User Registry (AUR) of names and reach numbers), and services implemented at and attached to the Gateway between the POTS and PACKET networks.  In this manner any given service is, in theory, accessible over both the POTS and PACKET networks, and from any device connected to the network. 	



The evolving telecommunications network of Figure 2 reflects a major trend in communications, namely that an ever increasing percentage of the traffic in the network is between people and machines.  This traffic is of the form of voice and electronic mail messages, Interactive Voice Response (IVR) systems, and direct machine queries to access information.
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Fig. 2   The Telecommunications Network of Tomorrow.



A major implication of the evolving telecommunications network is that in order to access any service made available within the network, a compelling, customizable, seamless, easy-to-use, and high quality spoken language interface (SLI) is required.  Although other user interface modes, such as text, graphical, mouse, touch screen, and touch-tone, might also be satisfactory in some circumstances, the SLI is the only one that is ubiquitously available (via both telephone handsets and stand-alone microphones), permits hands-free and eyes-free communication, is efficient in communication, and is a natural mode for many common tasks.  Section 3 discusses a range of current and future applications of SLIs.  The remainder of the paper discusses what is required to build such interfaces.



3.0	Applications of Spoken Language Interfaces  



The precursors to spoken language interfaces in telecommunications services are called Interactive Voice Response (IVR) systems, where the system output is speech (either pre-recorded and coded, or generated synthetically), and user inputs are generally limited to touch-tone key-presses.  Currently, IVR is used in many different application domains, such as electronic banking, accessing train schedule information, and retrieval of voice messages.  Early implementations of SLIs often simply replaced the key-press commands of IVR systems with single word voice commands (e.g., push or say ‘one’ for service 1).  More advanced systems allowed the users to speak the service name associated with the key-push (e.g., “For help, push ‘one’ or say ‘help’ ”).  As the complexity of the task associated with the IVR applications increased, the systems tended to become confusing and cumbersome, and the need for a more flexible and more habitable user interface became obvious to most system developers.  It should also be clear that the task domains appropriate for SLIs are a superset of the applications that are handled by existing IVR systems today.



Application domains for Spoken Language Interfaces (SLIs) can be grouped into two broad areas, namely:



Human-Computer Communication Applications 

Computer-Mediated Human-Human Communication Applications.



3.1	Human-Computer Communications Applications



Human-computer communication applications access information sources or services on a communication network.  Many such information sources are already available in electronic form.  These include personal calendars and files, stock market quotes, business inventory information, product catalogues, weather reports, restaurant information, movie schedules and reviews, cultural events, classified advertisements, and train and airline schedules.  There is also a range of applications that provide individualized customer service, including personal banking, customer care, and support services.



Several research labs have developed prototype SLIs for accessing personal calendars (Marx & Schmandt, 1996; Yankelovich et al., 1995).  Some of these SLIs allow querying of a personal calendar as well as the calendars of other users, e.g., the user can say “What meetings does Don have today?”.  There are also many prototype SLIs that focus on information accessible from the web such as stock market quotes (Yankelovich et al., 1995), weather reports (Sadek et al., 1996), movie schedules and reviews (Wisatoway, 1995), and classified advertisements (Meng et al., 1996).  Some of these SLIs are available now in early market offerings.  Given the rapid increase in the number and variety of such information sources, we would expect many new SLI applications to appear over the next few years.



A number of government funded, research projects have focused on creating SLIs for accessing train and airline schedule information in both the United States and Europe in the early 1990’s.  This led to the development of a number of Air Travel Information Systems (ATIS) at various research labs in the United States (Hirschman et al. 1993; Levin and Pieraccini,1995), and Train Timetable systems at various research labs in Europe (Danieli et al, 1992; Danieli and Gerbino, 1995, Bennacef et al, 1996; Simpson and Fraser, 1993).  Some of these systems are close to deployment; field studies have recently been carried out to compare a version of a Train Timetable SLI that restricts the user to single word utterances to a version that allows users more freedom in what they say to the system (Danieli and Gerbino, 1995; Billi et al., 1996)



3.2	Computer-Mediated Human-Human Communication Applications 



In contrast to human-computer communication applications, computer-mediated human-human communication applications are based on functionality for accessing and using the network to communicate with other humans.  These applications include SLIs for voice calling, for retrieving and sending email and voice mail, for paging and faxing, and for translating what a user says in one language into a language that the other user understands.  In addition to supporting remote access that is both hands and eyes-free, SLIs for these applications can also provide functionality that is difficult or impossible to provide with touch-tone inputs or other modalities (Walker & Whittaker, 1989; Walker, 1989).



By way of example, voice calling allows users to simply pick up the phone and say “Call Julia” or “Call the electric company” rather than needing to find or remember the number and then enter it by touch tone (Perdue and Scherer, 1996, Kamm, 1995).  SLIs for voice calling rely on several types of information sources, such as personalized directories, community directories, and 800 number directories.  Personalized directories support voice calling by storing a user’s personal address book.  Similarly, community directories store information that is geographically relevant to the user such as the electric company or the community theater.



There are several prototype SLIs for accessing email or voice mail by phone (Yankelovich et al., 1995; Marx and Schmandt, 1996; Hindle et al., 1997). MailCall (Marx and Schmandt, 1996) makes novel use of information from the user’s personal calendar to prioritize mail. ELVIS (Hindle et al., 1997) provides the ability to search and prioritize mail by content or by sender, by supporting queries such as “List my messages from Julia about the dialogue workshop”.  This type of SLI makes it possible to support random access to messages by particular time-relevant or subject-relevant search criteria rather than simply by the linear order in which messages were received and stored.



SLIs for speech-to-speech translation are under development in research labs in the United States, Europe and Asia (Alshawi, 1996; Bub & Schwinn, 1996, Sumita & Iida, 1995). Currently these SLIs focus on domains related to business travel, such as scheduling meetings or making reservations with car rental agencies or hotels.  These projects have focused on a small set of common languages including English, Chinese, Spanish, Japanese and German.



The boundary between computer-mediated human-human communication and human-computer communication blurs somewhat in voice enabled personal agent applications.  In these applications, an anthropomorphic personal agent metaphor can be used as an interface to a suite of call control, messaging, and information retrieval services (Kamm et al., 1997).

 

The next two sections describe the current state of the art in spoken language and human computer interface technologies that make it possible to build SLIs to successfully implement this wide range of applications. 



4.0	Speech Technologies

	

There are three key speech technologies that provide the underlying components for spoken language interfaces, namely: (1) speech and audio coding; (2) text-to-speech synthesis; and, (3) speech recognition and spoken language understanding.  These technologies have an obvious role in SLIs, namely they provide the computer with a “mouth”, an “ear” and a “brain”, respectively.  The role of speech and audio coding in an SLI is more subtle, but equally important, namely providing the high quality audio signals that are critical to intelligibility and user acceptance of a system with speech output.  The remainder of this section describes each of these technologies and illustrates how different types of applications have widely differing technology requirements.



4.1	Speech and Audio Coding Technology 

	

Speech coding technology is used for both efficient transmission and storage of speech (Kleijn & Paliwal, 1995).  For transmission applications, the goal is to conserve bandwidth or bit rate, while maintaining adequate voice quality.  For storage applications the goal is to maintain a desired level of voice quality at the lowest possible bit rate.



Speech coding plays a major role in three broad areas: namely, the wired telephone network, the wireless network (including cordless and cellular), and for voice security for both privacy (low level of security) and encryption (high level of security).  Within the wired network the requirements on speech coding are rather tight with strong restrictions on quality, delay, and complexity.  Within the wireless network, because of the noisy environments that are often encountered, the requirements on quality and delay are often relaxed; however, because of limited channel capacity the requirements on bit rate are generally tighter (i.e., lower bit rate is required) than for the wired network.  Finally, for security applications, the requirements on quality, delay, and complexity are generally quite lax.  This is because secure speech coding is often a requirement on low-bandwidth channels (e.g., military communications) where the available bit rate is relatively low.  Hence, lower quality, long delay, low bit rate algorithms have generally been used for these applications.

	

All (digital) speech coders can be characterized in terms of four attributes; namely, bit rate, quality, signal delay, and complexity.  The bit rate is a measure of how much the “speech model” has been exploited in the coder; the lower the bit rate, the greater the reliance on the speech production model.  Quality is a measure of degradation of the coded speech signal and can be measured in terms of speech intelligibility and perceived speech naturalness.  Signal delay is a measure of the duration of the speech signal used to estimate coder parameters reliably for both the encoder and the decoder, plus any delay inherent in the transmission channel.  (Overall coder delay is the sum of the encoder delay, the decoder delay, and the delay in the transmission channel.)  Generally the longer the allowed delay in the coder, the better the coder can estimate the synthesis parameters.  However, long delays (on the order of 100 ms) are often perceived as quality impairments and sometimes even as echo in a two-way communications system with feedback.  Finally, complexity is a measure of computation required to implement the coder in digital signal processing (DSP) hardware.



A key factor in determining the number of bits per second required to code a speech (or audio) signal is the signal bandwidth.  Figure 3 shows a plot of speech and audio signal bandwidth for four conventional transmission and/or broadcast modes; namely, conventional telephony, AM-radio, FM-radio, and compact disc (CD).  Conventional telephone channels occupy a bandwidth from 200 to 3400 Hz; AM-radio extends the bandwidth on both ends of the spectrum to cover the band from 50 to 7000 Hz (this is also the bandwidth that most audio/video teleconferencing systems use for transmission of wideband speech); FM-radio extends the spectrum further (primarily for music) to the range 20 to 15,000 Hz; and the range for CD audio is from 10 to 20,000 Hz.
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Fig. 3   Plot of speech and audio frequency bands for telephone, �AM-radio, FM-radio, and compact disc audio signals.



The “ideal” speech coder has a low bit rate, high perceived quality, low signal delay, and low complexity.  No ideal coder as yet exists with all these attributes.  Real coders make tradeoffs among these attributes, e.g., trading off higher quality for increased bit rate, increased delay, or increased complexity.



Figure 4 shows a plot of speech coding quality (measured as a subjective Mean Opinion Score (MOS)) versus bit rate for a wide range of standards-based and experimental laboratory coders.  Also shown are the curve of MOS versus bit rate that was achieved in 1980 and in 1990.

�EMBED PowerPoint.Slide.8���Fig. 4   Speech quality mean opinion scores of several conventional�telephone coders as a function of bit rate.		



It can be seen that it is anticipated that by the turn of the century, there will be high subjective quality coders at bit rates as low as 4 Kbps.  Further, there are indications that high quality speech coders may ultimately be achieved at bit rates as low as 1 Kbps.  This will require a great deal of innovative research, but theoretically such low bit rate coders are achievable.

 

Wideband speech coding provides more natural sounding speech than telephone bandwidth speech, and leads to the perception of being in the same room with the speaker.  This attribute could have a strong, positive, and pervasive effect on a user’s perceptions of the quality of SLIs, especially SLIs involving voice messaging and conferencing.  Based on the growing usage and demand for wideband speech in telecommunications, standard coding methods have been applied and have been shown capable of providing high-quality speech (MOS scores of 4.0 or higher) in the 32-64 Kbps range.  Current research is focused on lowering the bit rate to the 8-16 Kbps range, while maintaining high quality so as to provide audio/video teleconferencing at 128 Kbps with 112-120 Kbps provided for video coding, and 8-16 Kbps for high quality audio coding.



CD quality audio coding is essential for any SLI application involving digital audio, e.g., SLIs to preview new CD’s, as well as to access and listen to music samples provided by many web sites.  With the advent of mass marketed devices for digital coding and storage of high-fidelity audio, including the Compact Disc (CD), the digital audio tape (DAT), and most recently the minidisk (MD), and the digital compact cassette (DCC), the area of efficient digital coding of high-fidelity audio has become a topic of great interest and a great deal of activity.  Also driving this activity is the need for a digital audio standard for the sound for high-definition TV (HDTV) and for digital audio broadcasting (DAB) of FM-channels.



To appreciate the importance of coding digital audio efficiently and with quality which is essentially indistinguishable from that of an original CD, consider the bit rate that current CD’s use to code audio.  The sampling rate of a CD is approximately 44.1 kHz and each sample (for both channels of a stereo broadcast) is coded with 16-b accuracy.  Hence, a total of 44.1 x 2 x 16 or 1.41 Mbps is used to code digital audio on a CD.  Current state-of-the-art coding algorithms, such as the Perceptual Audio Coder or PAC developed at AT&T, are capable of coding 2 channels of digital audio at a total bit rate in the range of 64-128 Kbps with essentially no loss in quality from that of the original CD coding (Johnston & Brandenburg, 1991).



4.2	Speech Synthesis 



Spoken language interfaces rely on speech synthesis, or text-to-speech (TTS) systems to provide a broad range of capability for having a machine speak information to a user (Sproat & Olive, 1995; Van Santen et al., 1996).  While, for some applications, it is possible to concatenate and play pre-recorded segments, this is not possible in general.  Many applications are based on dynamic underlying information sources for which it is difficult to predict what the system will need to say.  These include applications that involve generating natural language sentences from structured information, such as a database record, as well as those involving unstructured information, such as email messages or the contents of a WEB page.



TTS systems are evaluated along two dimensions, namely the intelligibility of the resulting speech, and the naturalness of the speech.  Although system performance varies greatly for different tasks and different synthesizers, the best TTS systems achieve word intelligibility scores of close to 97% (natural speech achieves 99% scores); hence the intelligibility of the best TTS systems approaches that of natural speech.  Naturalness scores for the best TTS systems, as measured by conventional MOS scores are in the 3.0-3.5 range, indicating that the current quality of TTS is judged in the fair-to-good range, but most TTS systems still do not match the quality and prosody of natural speech.



4.3	Speech Recognition and Spoken Language Understanding

	

The ultimate goal of speech recognition is to enable a machine to literally be able to transcribe spoken inputs into individual words, while the goal of spoken language understanding research is to extract meaning from whatever was recognized (Rabiner & Juang, 1993; Rabiner et al., 1996).  The various SLI applications discussed earlier have widely differing requirements for speech recognition and spoken language understanding; hence there is a range of different performance measures on the various systems that reflect both the task constraints and the application requirements.



Some SLI applications require a speech recognizer to do word-for-word transcription.  For example, sending a textual response to an email message requires capabilities for voice dictation, and entering stock information or ordering from a catalogue may require entering number sequences or lists of data.  For these types of systems, word error rate is an excellent measure of how well the speech recognizer does at producing a word-for-word transcription of the user’s utterance.  The current capabilities in speech recognition and natural language understanding, in terms of word error rates, are summarized in Table 1.  It can be seen that performance is pretty good for constrained tasks (e.g., digit strings, travel reservations), but that the word error rate increases rapidly for unconstrained conversational speech.  Although methods of adaptation can improve performance by as much as a factor of two, this is still inadequate performance for use in many interesting tasks.



For some applications, complete word-for-word speech recognition is not required; instead, tasks can be accomplished successfully even if the machine only detects certain keywords or key phrases within the speech.  For such systems, the job of the machine is to categorize the user’s utterance into one of a relatively small set of categories; the category identified is then mapped to an appropriate action or response (Gorin et al., 1997).  An example of this type of system is AT&T’s ‘How May I Help You’ (HMIHY) task in which the goal is to classify the user’s natural language spoken input (the reason for calling the agent), into one of fifteen possible categories, such as billing credit, collect call, etc.  Once this initial classification is done, the system transfers the caller to a category specific subsystem, either another artificial agent or a human operator.  (Gorin et al., 1997; Boyce and Gorin, 1996).  Concept accuracy is a more appropriate measure of performance for this class of tasks than word accuracy.  In the HMIHY task, word accuracy is only about 50 percent, but concept accuracy approaches 87 percent (Gorin et al., 1997).
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CORPUS�

TYPE�VOCABULARY SIZE�WORD ERROR RATE��Connected Digit Strings�Spontaneous�10�0.3%��Airline Travel Information�Spontaneous�2500�2.0%��Wall Street Journal�Read Text�64,000�8.0%��Radio (Marketplace)�Mixed�64,000�27%��Switchboard�Conversational Telephone�10,000�38%��Call Home�Conversational Telephone�10,000�50%��

Table 1  Word Error Rates for Speech Recognition and Natural Language Understanding Tasks.   (Table courtesy of John Makhoul, BBN)



Another set of applications of speech recognition technology are so-called Spoken Language Understanding (SLU) systems, where the user is unconstrained in terms of what can be spoken and in what manner, but is highly constrained in terms of the context in which the machine is queried.  Examples of this type of application include AT&T’s CHRONUS system for air travel information (Levin & Pieraccini, 1995), and a number of prototype railway information systems described in Section 3. As in the HMIHY example, results reported by Bennacef et al. (1996) show speech understanding error rates of 6-10 percent, despite recognition error rates of 20-23 percent.  These results demonstrate how a powerful language model can achieve high understanding performance despite imperfect ASR technology.



5.0	Human Computer Interface Technologies



Section 3 discussed the wide range of information services which we anticipate will be available on tomorrow’s communication network that will be accessible with spoken language interfaces (SLI).  Section 4 described the current state of the art in the underlying spoken language technologies, which has progressed to the point that many prototype applications now appear in research laboratories and in early market offerings.  However, in order to create successful speech-enabled applications with these rapidly maturing but still imperfect technologies, user interfaces to spoken dialogue systems must mitigate the limitations of both current speech technologies and human cognitive processing.  Previous research has focused primarily on advancing the performance of the technologies; the new research challenge is to understand how to integrate these technologies into viable, easy-to-use spoken language systems.  Previous work in both interface design and dialogue systems is applicable to the design of  SLIs. Figure 5 shows a widely-accepted, general paradigm for iterative design and usability testing of user interfaces.  The steps in the process are:



Design the UI to match the task and the operating conditions.

Build a trial system with the UI designed in step 1.

Experiment with real users.

Evaluate the success measures associated with overall system performance.

Loop back to step 1 and make improvements in the UI design based on results of the evaluation.



�





Fig. 5    The spoken dialogue development cycle.



Some of the basic design principles that are well-understood in graphical user interfaces (GUI) are equally applicable to SLIs.  Three key design principles for GUI’s are (Shneiderman, 1986):



continuous representation of the objects and actions of interest.  Here the goal is to keep the graphical objects ‘in the face’ of the user so that it becomes both obvious and intuitive what can be done next.

rapid, incremental, reversible operations whose impact on the object of interest is immediately visible.  Here the goal is to make sure that every action has an immediate and unmistakable response that can easily be undone if the resulting state is incorrect or not the one that the user desires.

physical actions or labeled button presses instead of complex syntax with natural language text commands.



To some extent, all these principles reflect an understanding of the limitations of human cognitive processing (Whittaker & Walker, 1991).  Humans are limited both in their ability to recall known information, as well as to retain large amounts of information in working memory (Miller, 1956; Baddeley, 1986).  Continuous representation addresses the user’s difficulty remembering what options are available, while having physical actions associated with labeled button presses means that users do not have to remember details of a command syntax.  Similarly, rapid operations with immediate, visible impact maintain the user’s attention on the task at hand, facilitating efficient task completion.  Well-designed, spoken language interfaces also address human cognitive limitations.  However, the non-persistent, temporal nature of audio signals, coupled with the limited capacity of auditory memory,  impose additional requirements for SLI design.  Obviously, without a visual display, different methods are necessary to instantiate design principles like “continuous representation” and “immediate impact”.  Furthermore, whereas a persistent visual display permits presentation of large amounts of information in tabular format, which can be easily scanned and browsed, audio-only interfaces must summarize and aggregate information into manageable pieces that a user can process and cope with effectively. 



For example, consider a complex task like information retrieval, where the amount of information to be provided to the user is large.  In this case, the limitations on human auditory processing capacity impose constraints on the system that drive SLIs toward dialog-based interactions.  In these dialogs, the system presents information incrementally, and multiple exchanges between the agent and the user are often necessary to extract the specific information the user requires.



Thus, in addition to SLI design principles covering a single exchange between the user and the agent, SLI design extends to the broader problem of dialogue management (Abella et al., 1996).  For example, dialogue management requires that the system keep track of the current context, including what the user has already said, what the system has already provided, and previous misrecognitions and misunderstandings by the system. 



The remainder of this section presents several examples of the application of the principles of continuous representation, immediate impact, reversibility, incrementality, and summarization/aggregation in audio-only speech-enabled interfaces.



Simulating a “continuous representation” in an audio-only interface requires a trade-off between providing a full representation of the available options in each audio prompt and not providing sufficient information.  Novice users might desire (and require) a full representation of all the options, but this is likely to be unacceptably long for an experienced user.  One compromise strategy is to provide prompts in a “question - pause - options” format, where the “options” serve as a reminder of what the user can say at this point in the dialogue.  Figure 6 shows an example of this strategy, in the context of the personal communications agent application described in Section 3. 



Agent: Maxwell here, what can I do for you?

User: (says nothing within allocated two second speech interval)

Agent: You can say “call”, followed by a name or number, “Get my messages”, or

	“Get me the employee directory”. For more options, say “Help me out”.



Figure 6	Design Principle: Continuous Representation



In this example, the user is reminded of the available options when the agent detects that the dialogue is not progressing as expected.  That is, because the system has not detected speech within two seconds after the agent’s initial prompt (“What can I do for you?”), the assumption is that the user may not know what to do.  At that point, the agent explains how to perform the most frequently used functions, as well as how to find out about more options. 



In addition to reminders when a time-out has occurred, another strategy for establishing a “continuous representation” in an audio-only interface is to provide consistency across features in a multi-featured application (e.g., the personal agent for communications services).  This consistency can be achieved by using a  vocabulary that is “almost always available” and serves the same function regardless of where the user is in the feature space.  For example, at any point in the interaction, the command “help me out” obtains context dependent instructions and the command “cancel” undoes the preceding request, as shown in the example in Figure 7.  In this example, the user gives the command “help me out” first at the top level of the quasi-hierarchical feature space, and then later inside a module that provides access to an employee directory.  In each case, the user receives a help message from the agent appropriate to the options available at that point in the interaction.



A third strategy for providing continuous representation in an audio-only interface is to give users audible cues to orient them with the task space.  These cues can be brief, distinctive sound effects (“earcons”) or spoken prompts that the agent says to indicate the user’s “location”.  In the example shown in Figure 7, the prompt “Maxwell here” cues the user that the top level vocabulary is active, and the prompt “Employee Directory” indicates that the interaction has entered the Employee Directory module. 



Agent: Maxwell here. What can I do for you?

User: Help me out.

Agent: You can say “call”, followed by a name or number, “Get my messages”, or

	“Get me the employee directory”. You can always say “I’m done…..

User: (Barging in over Agent’s speech) Get me the employee directory.

Agent: First message…

User: (Barging in over Agent’s speech) Cancel.

Agent: Maxwell here.

User: Get me the employee directory.

Agent: Employee directory.

User: Help me out.

Agent: Say the first and last name of the person you want to call.



Figure 7	Design Principle: Continuous Representations & Immediate Impact



The agent’s response of “Employee Directory” also satisfies the design principle of providing immediate, observable impact, by providing implicit feedback that the user’s previous request was understood and acted on correctly.  In contrast, the user’s first request of “Get me the Employee Directory” in Figure 7 was misrecognized by the system as “Get my messages”.  In this case, the agent’s implicit confirmation statement “First message” was an immediate cue to the user that an error had occurred.  The user then spoke the command “cancel”, which caused the system to undo the previous action (the erroneous foray into the messaging module), and return to the top level of the interaction.  In order to achieve the design principle of immediacy, the system must have real-time, low latency responses, and must also allow the user to “barge-in” while the system is speaking (Krauss & Bricker, 1967).  Effective audio interfaces must be able to listen even while they are presenting prompts and must stop speaking when they are interrupted by the user (following human conversational etiquette).  This principle provides a sense of continuity and natural flow to the dialogue.



The principle of incrementality is illustrated in the interaction in Figure 8, taken from the Air Travel Information System application described in Sections 3 and 4.  In this case, the user has provided the originating airport but has not given sufficient information for the agent to disambiguate the destination airport, so the agent asks a clarifying question to determine the destination, and then proceeds to ask about the next piece of information that the system needs in order to complete the query to the air travel database.

 

Incrementality is also a useful design strategy for handling instances when the speech recognizer only recognizes a portion of the utterance and needs to reprompt for the missing information, as in the call completion example in Figure 9.



User: I want to go from Boston to San Francisco.

Agent: San Francisco is served by two airports, San Francisco International and Oakland International. Which airport do you want?

	User: San Francisco International.

Agent: When do you want to travel from Boston to San Francisco International Airport?

Figure 8   Design Principle: Incrementality I



User: Call John Doe.

	Agent: Call who?

	User: John Doe.

	Agent: Calling John Doe.

Figure 9   Design Principle: Incrementality II



The principle of summarization and aggregation of information is particularly important to audio-only interfaces, where the options for scanning and browsing information are quite limited.  An example of the use of summarization and aggregation from a system that provides voice access to electronic mail is shown in Figure 10.  In this example, rather than reading out a list of twenty electronic mail message subjects and senders, the system tells the user how many messages there are, and provides some additional information that has been previously specified as of importance to this user (i.e., “important messages from President Clinton and from Vice President Gore”).



Agent: You have 20 new e-mail messages, with important messages from President 

Clinton and from Vice President Gore.

User: 	Do I have any messages about meetings for today?

Agent: You have 3 messages about meetings for today: one from Gore about “NII

meeting at 3 pm”, one from Shalala about “Budget Meeting” and one from 

your secretary about “Staff  Meeting at 8 am”.

User:  Please read the messages about meetings.



Figure 10   Design Principle: Summarization and Aggregation



In addition to these general design principles, successful spoken dialogue interactions may be facilitated by customizing and adapting the system to the needs and preferences of individual users.  To effectively customize the interaction, an accurate user model is required.  The user model includes assumptions about what the user knows about the system and how the user prefers to interact with the system. 



For example, for the personal communication agent application, the user model for an “expert” user might include the following: a) the expert knows and remembers what the system feature set is and what commands invoke those features, b) the expert prefers terse, implicit confirmation strategies that move the dialogue along as quickly as possible, and c) the expert typically speaks to the system in terse telegraphic commands. 



In contrast, the user model for a “novice” user might be that: a) the novice remembers a few commands, but often will need reminders of what is available, b) the novice may prefer more thorough confirmation to assure him/her that the dialogue is progressing correctly, and c) the novice is apt to provide only partial information, requiring more frequent use of  incremental strategies. 



Based on these differences in underlying assumptions about expert and novice users, the customized dialogs shown in Figures 11 and 12 might be proposed for the two user populations.  As a user gains experience with the system, the system could track the user’s behaviors, and after the number of successful uses of a feature exceeds some critical threshold, the agent could offer the user the option of shifting from the novice interaction to the expert version of the system.



Agent:  Annie here.

Expert: Get my labels.

Agent:  Labels.

Expert: Delete the label for Candy Kamm.

Agent:  Deleting Candy Kamm. Labels, what next?



Figure 11  Expert Dialog



Agent:  Annie here.  What would you like me to do?

Novice: Get my labels.

Agent:  I’ve got your labels.  What would you like me to do?

Novice: Delete a label.

Agent:  Say the name or number you want to delete.

Novice: Candy Kamm.

Agent:  Are you sure you want to delete Candy Kamm?

Novice: Yes.

Agent:  OK, I’ll delete Candy Kamm and I’ll get right back to you.



Figure 12   Novice Dialog



User-specific usage patterns and preferences for system features offer an additional information source for customizing and adapting the interface to these systems.  For example, if the personal agent detects that the user has called a particular telephone number repeatedly over a short time period, the agent may offer the user the option of adding that number to the user’s personal voice dialing list.  The impact of customization and system adaptation on task performance and user satisfaction with complex human-computer interactions has not been explored systematically, and, along with the research areas described in the following section, is one of many aspects of SLIs that need further study.



6.0	Future Research Directions



In order to progress from the current capability of limited domain prototype systems, to SLIs with improved performance and wider functionality, research is needed in several key areas. These research areas encompass not only the underlying speech technologies, but also include the integration of the component technologies, the relevant information sources, and the user interface.

 

For the underlying speech technologies one key research goal is improving the naturalness of TTS to approach that of prerecorded speech.  Experience with the current generation of TTS systems has shown that the use of TTS systems will increase significantly as the voice quality becomes more acceptable (natural sounding).  There are several systems that have recently achieved significantly higher naturalness scores, based on improved synthesis methods and on improved waveform selection techniques (Campbell and Black, 1997; Sagisaka et al., 1992).  Another goal for future research is to provide the capability for TTS systems to have an arbitrary voice, accent, and language, so as to customize the system for different applications (e.g., having a “celebrity” voice for an agent).  Such a capability demands rapid and automatic training of synthesis units, and a facility for matching the intonation, pitch, and duration of an individual talker rapidly and accurately.  Another area of research, which may prove beneficial in both improving the naturalness and efficacy of human-computer dialog, involves using higher level discourse information in determining the appropriate prosodic contours for the dialog generated by the system (Hirschberg 1993; Hirschberg and Nakatani, 1996).



Research goals in automatic speech recognition include trying to improve the robustness of  ASR to variations in the acoustic environment, user populations (e.g., children, adults), and transmission characteristics (telephone, speakerphone, open microphone on desktop) of the system.  We also believe that new and interesting systems will evolve, with better user interface designs, as we obtain a better understanding of how to rapidly bootstrap and build language models for new task domains.  The effective use of systems with more flexible grammars is a research goal that requires effort in both speech recognition and user interface technologies.



A critical research topic, related to the integration of user interface technologies into dialogue systems, is the basic issue of how to evaluate spoken dialogue systems (Danieli et al., 1992; Danieli & Gerbino, 1995; Hirschman et al., 1993; Simpson & Fraser, 1993;  Sparck-Jones & Galliers, 1996; Whittaker & Stenton, 1989).  In order to test the effects of different dialogue strategies in SLIs, an objective performance measure is needed that combines task-based success measures (e.g., information elements that are correctly obtained) and a variety of dialogue-based cost measures (e.g., number of error correction turns, time to task completion, etc.) (Hirschman & Pao, 1993).  A general framework for evaluation of dialogue systems across tasks is essential in order to determine optimal strategies for successful dialogue systems (Walker et al., 1997;  Cole et al., 1996).  Using such a framework, different instantiations of dialogue strategies and dialogue systems can be compared and methods for automatic selection of optimal dialogue strategies can be developed.



In this paper we have focused on voice only interfaces, but the user interface technologies can also be applied to mixed mode interfaces.  One type of mixed mode interface that is currently generating considerable interest is that of a lifelike computer character in which spoken language understanding and TTS are integrated with models of a talking head, thereby providing an animated agent that provides consistent and synergistic auditory and visual cues as to the sounds being spoken.  Such systems are starting to appear as the face and voice of email and voice mail readers on PCs, but these capabilities can be used in any SLI application.  Another research area that is only beginning to be explored involves understanding how to use speech optimally in dialog systems when multiple input modes (e.g., speech, keyboard, mouse) and multiple output modes (e.g., audio, display) are available (Allen et al., 1996 ; Smith, Hipp & Bierman 1992; Cohen & Oviatt, 1994).



7.0	Summary



In this paper, we have argued that spoken language interfaces will play an ever increasing role in the telecommunications systems of the twenty-first century as they provide the required natural voice interfaces to the enhanced and novel services that will become the framework of the network of the future.  The opportunities and challenges for building such interfaces are essentially unlimited.  The resultant interfaces will provide ubiquitous access to and support for richer human-computer and human-human communicative interactions.
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Gio Wiederhold, in his position statement, presented a presumably uncontroversial principle of information management:  “Information must be of a value that is greater than the human cost of obtaining and managing it.”  It is more controversial and difficult to make this principle operational.  In my research, we are attempting to harness techniques from decision analysis and Bayesian probability to address such issues as task specification, problem solving, and information management. Generally, we view problem solving as decision making under uncertainty.  For example, we can address Gio’s principle of information management using information value calculations, which will recommend gathering information only to the extent that garnering the information changes one's best decision, and the improvement in expected value exceeds the cost.  We have used this framework for a number of online hardware and software diagnostic systems.  Current research is focused on using similar inferential plumbing to address more general user assistance, task automation, and information gathering tasks.  In  the following, I highlight a few issues that  arise when taking this perspective.



Normative versus Descriptive systems:  Psychological research tells us that humans are not very good at reasoning under uncertainty in certain classes of situations.  Normative systems, based on principles of probability and utility, therefore have the potential to augment human cognition in uncertain, high dimensionality task spaces such as encountered in information retrieval.  However the reasoning and rationale underlying the recommendations may be opaque when compared to descriptive rules.  How can we generate insights and understanding using normative techniques in such settings?



Where do you get the models?:  This is the grand challenge of the normative approaches.  We need value, uncertainty, and decision models of the domain, user goals, computer systems, and information sources. We are investigating knowledge- and data-driven model acquisition methods.  Data-driven methods must be able to identify causal structure as well as recognize new patterns or distinctions (clustering).  Central is the ability for the user to build, augment, and customize the models to capture their intentions and prior knowledge.



Model management: Assuming we can get these models, how do we manage contention for resources such as CPU and bandwidth, of both the computer and the user? How do we manage contexts and attention (this was discussed by Gio).



Design-time vs. Run-time: Normative methods are not necessarily the best way to compute online, but are very often useful in analyzing alternative solutions at design time. Such analysis may indicate that simple situation-action rules dominate more complex tradeoff analyses, especially when the cost of computation is taken into account.  See you at the workshop!
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“Evaluating Human-Centered Systems”



Information retrieval has for more than 20 years considered the humans using the information system to be an essential part of the system - that is one of the main distinctions between IR and database systems research. Many research papers on relevance feedback, user models, user interfaces and, more recently, visualization and data mining have been written and some significant advances in understanding have been made.  The critical impediment, however, to carrying out research in these areas is the difficulty of evaluating the research.  The methodology of test collections and relevance judgments has been extremely useful to IR over the years, but the limitations of this approach for research focusing on users are well known.  The interactive track of the DARPA TREC evaluation has had many problems defining what the tasks and metrics should be.  User studies and usability analyses are difficult to carry out, often produce inconclusive results, and are frequently focused on the wrong questions.  This makes the design of an evaluation protocol the central and most difficult issue in starting new projects.  If we can't show in some quantitative fashion the benefits of a human-centered approach, why should these approaches be accepted?  The usual response to these problems is “let’s see if it sells!”  both in the business and academic senses. I do not believe this is an adequate evaluation metric, and part of what should be done at the workshop is to discuss metrics and benchmark tasks for each research area.
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“Why is Intelligent Information Visualization Always a Year Away?”



Information Visualization provides a geometric structure to abstract, symbolic, and numeric information (in this way it differs from its cousin, Scientific Data Visualization, in which there is typically a geometry associated with data - the x, y, z location and corresponding pressure, temperature, and vorticity, for instance).



There is an expectation, a hope, a belief, and some evidence that information visualization does indeed make information more accessible to information seekers.  Yet beyond the everyday use of Excel-style bar, trend, and pie charts, coded geographic maps, and organization charts, we find little regular use for information graphics, including but not limited to the WWW.  Why is this?  Is it merely a matter of engineering pragmatics needed to integrate visualization into current software environments?  Is it that low-cost, high-performance graphics is not yet ubiquitous?  Or is it more fundamental?  Could it be that we don’t know what makes effective information visualizations, that we don’t represent information in ways that facilitate creation of information, that we’re not smart enough to be able to automate the creation of visualizations?  Or maybe visualization isn’t all that it is made out to be - perhaps the emperor has no clothes?  (Hopefully my background allows me to ask such an outrageous question?  :)



I believe it is all of the above, and perhaps more.  Despite the very nice research efforts of Card et al, Schneiderman, and others, we simply aren't there yet.



What does this all have to do with Human-Centered Intelligent Systems?  Very simply, a human-centered intelligent system should be able to respond to a query such as “Show me the route of Napoleon’s invasion of Russia and how the size of his army dwindled” and reply with a map similar to that popularized in Tufte’s book, showing the route on a map with a line whose thickness is proportional to the size of the army.  The thinness of the retreating line from Moscow to France contrasts dramatically with the thickness of the invading line.



The point is that replies to information requests should, when appropriate, be presented graphically - automatically, in a way that conveys to the viewer the requested information, without the user having to construct the visualization or even having to specify the type of visualization to be used.  (Note that this is similar to declarative versus procedural programming).



This is no mean task, although in specific domains progress has been made (Jock McKinlay, Steve Feiner, Steve Roth and others have developed automatic visualization-generation systems; I’ve done some things in the WWW arena).









There is a broad research agenda behind this goal.  It includes: 



Developing taxonomies and descriptive mechanisms (meta-data) for information.  Consider for instance how spartan the WWW is of meta data that might allow graphical navigational overviews to be automatically generated.

Developing rules for mapping information into a visual vocabulary, rules for selecting (or synthesizing) the appropriate visual vocabulary, and rules for arranging elements of that vocabulary into meaningful visualizations

Knowing when (if) visualization is superior to linguistic or tabular information presentation;

Continually developing and experimenting with new visualizations, and then comparing them with other visualizations in a rigorous way to understand which is better, and WHY each is better.  We are currently doing pretty well with the development side of this (it is fun and exciting), and fall down on the experimental side (it is tedious and slow).  I am personally guilty on this score.
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“Towards A New View of Information:

Designing the Intellectual Workplaces of the Future”



The future promises an ever richer world of computationally-based work materials that exploit task representations, semantic relationships explicit and implicit in information and our interactions with it, and user-specified tailorings to provide effective, enjoyable, and beautiful places to work.  One of the barriers to achieving this vision is that most current user interfaces employ computation primarily to mimic mechanisms of older media. While there are important cognitive, cultural, and engineering reasons to exploit earlier successful representations, imitating the mechanisms of an old medium strains and under utilizes the new.



One trend in the development of computationally-based systems is a shifting focus from hardware to software and an increasing concern with how systems can better support people. At the same time a human-centered approach to system development is of growing significance, factors conspire to make design and development of such systems even more difficult than in the past.  This increased difficulty follows from the disappearance of boundaries between applications as we start to support people’s real tasks; between machines as we move to distributed computing; between media as we expand systems to include video, sound, graphics and communication facilities; and between people as designers realize the importance of supporting organizations and group activities. 



If we are to fully exploit computation we are going to need richer understandings of social and cognitive processes, tasks and activities, and research strategies that provide principled ways of exploring the huge space of new dynamic forms of representation enabled by computation.  Such understandings and strategies must be informed by the multiple scientific, computational, and aesthetic disciplines involved in human computer interaction. There is much research that needs to be done but the realization of the importance of that work and of taking a user-centered design approach is now widely recognized.



Still much human computer interaction research is small in scale, fragmented, and very poorly coordinated. We are just starting to realize that human computer interaction, because of how crucially important it is to the effective development of a national information infrastructure as well as how central it has become as a result of the spread of computation into virtually every sphere of life, is a big science problem that we have been approaching in small science ways.  Nationally we need to develop a strategy to help direct and focus research activities.  In my view it is absolutely crucial for the research enterprise to begin to look beyond older metaphors and the imitation of techniques derived from static media.



For quite some time I have been involved in a research enterprise that has attempted to look beyond imitation as the fundamental strategy of interface design. This has led to an investigation of:



History-Enriched Digital Objects:4,5 recording on digital objects the interaction events that comprise their use so that on future occasions graphical abstractions of the accrued histories can be rendered as part of the objects themselves;



Beyond-Being-There:6 questioning the efficacy of imitating face-to-face communication for computationally-mediated communication;



Pad++:1,2,3 exploring a dynamic zoomable graphical interface substrate for supporting multiscale information access and active information spaces.



The goal of all this research has been to move beyond mimicking the mechanisms of earlier media and to start to more fully exploit new computer-based mechanisms. This has led me to propose an information physics7 view of interface objects that might provide an effective complement to traditional approaches.  Underlying this and other work is the beginnings of what may be a paradigm shift for thinking about information and its cost structure. One that starts to view information as being much more dynamic and reactive to the nature of our tasks, activities, and even our relationships with others.
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I.	The Workshop



I am weariang two hats.  In Section I, I shall speak as a Co-Chair of this Workshop;  then in Section II, I shall speak as an individual researcher interested in issues related to Human-Centered Systems.



We are interested in Human-Centered Information Systems.  The most important issue is: How to achieve synergism between man and machine.  The term “Human-Centered” is used to emphasize the fact that although all existing information systems were designed with human users in mind, many of them are far from being user friendly.  What can the scientific/engineering community do to effect a change for the better?  We are looking for not just incremental improvement but a quantum leap.



Information systems are ubiquitous in all human endeavors including scientific, medical, military, transportation, and consumer.  Individual users use them for learning, searching for information (including data mining), doing research (including visual computing), and authoring.  Multiple users (groups of users, and groups of groups of users) use them for communication and collaboration.  And either single or multiple users use them for entertainment.



An information system consists of two components:  Computer (data/knowledge base, and information processing engine), and humans.  It is the intelligent interaction between the two that this Workshop is addressing.  We aim to identify the important research issues, and to ascertain potentially fruitful future research directions.  Furthermore, we shall discuss how an environment can be created which is conducive to carrying out such research.  The components of this environment include:  Modes of research funding, infrastructures, and rewarding systems.



My personal opinion is that in order to advance the art of Human-Centered Systems, we need a wide range of research modalities.  We certainly need truly interdisciplinary research where Technology researchers and “Human Factors” researchers are equal partners.  However, it is equally important to have disciplinary research motivated by interdisciplinary issues; here Technology researchers do most of the research with “Human Factors” researchers as consultants or vice versa.  The former type of research feeds on the latter.  The most urgent and immediate step is to get researchers from the various areas of Technology and HF to talk to each other and form collaborative links.  I hope this Workshop will start this procedure.



For the lack of a better term, I have used “Human Factors” (HF) in a very broad sense to include:  Cognitive and behavioral sciences, human performance, societal issues, etc.







II.	My Research Interests



At the Beckman Institute for Advanced Science and Technology, University of Illinois at Urbana-Champaign, one of the major research themes is Human Computer Intelligent Interaction (HCII).  I am Chair of this theme and have been involved in its evolution since its inception in early 1994.  We are interested in research issues related to the interaction of human, computer, and the physical environment.  



Personally, three of my major current research areas are:  More natural and effective human computer interface (esp. in virtual environments) using speech and vision-based gesture recognition;  Multimedia (esp. images and video) databases;  Modeling, analysis, and synthesis of human face/head, hand, and body motion, with applications to 3D model-based video coding, and virtual agents.



My background is in electrical and computer engineering, specifically: Signal and image processing, pattern recognition, and computer vision.  Since my involvement with the HCII research theme at the Beckman Institute, I have come into contact with  a number of researchers in psychology, cognitive science, human factors, and related areas.  I am interested in “people” questions such as how humans recognize faces, how humans read lips (what facial movements other than lip movements convey useful information?), and properties of human peripheral vision.  The interaction goes both ways.  Results from HF inspire me to think of new algorithms;  and Technological tools developed by my students and myself facilitate the research of my HF colleagues.  This kind of interaction can be very fruitful;  however, it is not deep enough.  It is my hope that through this Workshop I shall find meaningful deeper collaborations.
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This position statement is a list of various assertions, questions, and recommendations concerning interactive information systems.  I have taken a particular focus consistent with a new NSF initiative to be proposed in President Clinton’s budget request.



One of NSF Director Lane’s three new research initiative is a $20 million proposal called Knowledge and Distributed Intelligence (KDI), a phrase Vice-President Gore has used in several speeches (also in Albert Gore, Jr., “Editorial - The metaphor of distributed intelligence,” Science, v272n5259, p. 177, 12 Apr 1996), and a program that draws on President Clinton’s recently announced Internet II initiative to spend $100 million a year to bring more of society online, stimulate development of the next generation WWW, and make what is already available user-friendly.  The proposal is described briefly by J.D.M., “New ideas go with the flow,” Science v274n5295, p. 2001, 20 Dec 1996, a sidebar to news item (Jeffrey Mervis, “News & comment - Smiles and status quo at NSF,” pp. 2000-2).



Whether or not the current workshop is related explicitly to this initiative, it seems appropriate to build on the momentum of the WWW revolution.  The WWW gives us an opportunity to see if some of the strategies considered too complicated for ordinary users pre WWW may in fact be just the things to work in tandem with quick displays and point and click interfaces of WWW browsing.



1.	Classification schemes are useful for searching WWW:



Several companies have invested in their development, i.e., the “Net Search” systems featured in Netscape, despite generating paltry revenues and losing money (“Yahoo!  Still searching for profits on the Internet,” Fortune v134n11 PP: 174-182; European 104-108 Dec 9, 1996).



Reference to chaotic state of WWW, e.g.:



Steven J. Marcus, “First line: ask the librarian,” Technology Review v99n8 PP: 5 Nov/Dec 1996.  Mitch Kapor is quoted, calling for an “overarching classification scheme to avoid knowledge chaos.”  Meantime, Boston Globe Magazine columnist John Yemma says “ask the librarian.”



Michael Hoyt, “Letters to the editor - Libraries still are the best,”  The Washington Post, December 28, 1996, Editorial section, p. A22.  Quote: “I too have had fun on the Internet, but I still feel the best search engine is the local library. There I have random access to thousands of texts neatly categorized and filed for my convenience. ... for those seriously searching information, I suggest they try our libraries first.”



2.	Suggestion of empirical approach of formally evaluating and comparing existing WWW search services with one another, including general keyword search, searching by topic in classification, limiting search to selected sites reviewed by the service (and presumably categorized by official topics), employing advanced search features, etc., in terms of e.g.:



Ease of use

Precision

Recall against pooled postings



3.	Suggestion of comparing WWW classifications to traditional library classifications.  A lot of the topics in Yahoo, Lycos, and other “net search” systems seem to subdivide other topics repeatedly.  E.g., in Yahoo, these are topics like Institutes, Organizations, Indices, UK, Journals, Events.  Are these topical, geographic, and form qualifiers (in the library classification world), rather than topics.  Does anyone at workshop know what LC and Dewey are doing re: adapting their schemes to organize WWW items?  Research on classification for WWW should look at the CR (Classification Research) literature.  One person’s efforts at using Dewey are in: http://ivory.lm.com/~mundie/DDHC/DDH.html (CyberDewey).



4.	Level of detail in classification schemes.  How many different topics are necessary? Traditionally, detailed classifications are hard to develop and maintain, hard for humans to use (to assign topics to items consistently, to find the best topics for retrieving items).  Also too hard to automate these classification applications.  Perhaps best use of classification is for ball-park narrowing down to reduce ambiguity when combined with words found in the items naturally.  Also, if a few broad topics and enough text in items, perhaps can compute the best topic/s to assign without necessarily a full review of the site by the search service.



By the way, search services should like classifications as a way of targeting advertisements. Excite has discovered this.  While browsing in Health & Medicine / Diseases Reviews / Diabetes, instead of ads like the following, “pizza hyperglycemia” notwithstanding (Ahern JA et al, “Exaggerated hyperglycemia after a pizza meal in well-controlled diabetes,” Diabetes Care 1993 Apr;16(4):578-80):



Win a Year’s Supply of Pizza - Click Here



they display ads like this:



Diabetic?  Your not alone.  >>> Diabetes.com



5.	Does myriad of classifications add to knowledge chaos?  Assuming different classification schemes, can users be referred to the closest topic in a different scheme?  Ownership of classifications - at what point technically can a classification be considered proprietary?  E.g., is the Yahoo classification scheme proprietary?











6.	Classifications should evolve into knowledge bases that include procedural knowledge for referring users to related topics in the same classification. For example, Lycos has:



Science and Technology

Agriculture

Forests & Forestry

Conservation & Protection

Earth Sciences & the Environment

Conservation & Resource Management

Forests



There would seem to be some relationship between the leaf topics in the above

hierarchy.



7.	Are we assuming users can’t or won’t use booleans, period?  What about mouse-based? 



E.g.:

select terms from keyword index by mouse

select terms from display of lexically-related terms (using publicly

available lexicons, e.g., NLM's UMLS lexicon)

click on ‘TermA’, ‘TermB’, ‘TermC’, and ‘OR’ forming:

‘TermA OR TermB OR TermC’

click on ‘TermA OR TermB OR TermC’, ‘TermD’, and ‘AND’ forming:

‘(TermA OR TermB OR TermC) AND TermD’

click on ‘(TermA OR TermB OR TermC) AND TermD)’ and icon to browse results



I think giving users the control afforded by booleans deserves revisiting, if they don’t have to be burdened by syntax and spelling.  In addition, the use of broad classifications can be incorporated into this interface.



Quote from Margot Williams, “Networkings - robot programs for help mastering searches on the Web.”, The Washington Post, July 22, 1996, Financial section, p. F20: “If you’re really serious about your searching, you’ll use all the different engines and their various search tricks.”



With booleans, the user is more in control of the tricks, which can perhaps be further minimized by a good interface.



I assume the workshop participants are familiar with the study describing how a user made an inside page of his site more accessible by repeating “orange county” (his query) nine times in hidden comments on that page.  This brought the page straight to the top of Excite listings. (Study in http://www.calafia.com/webmasters/study.htm)



8.	Do we want to talk about voluntary guidelines for WWW items?  For example, certain medical publishers have agreed to use a structured abstract for inclusion in MEDLINE.  Can something similar be encouraged for WWW items?

9.	The fact that libraries are now “digital” does not necessarily mean that pre-WWW classifications and strategies must be re-invented, rather than adapted.  Finding information in libraries is not an entirely new, nor is research on user modeling for searching electronic sources.  I think any research that is funded should, if not build on, at least demonstrate examination of previous work across disciplines, e.g.:



TITLE:  Distributed expert-based information systems:  an interdisciplinary approach

JOURNAL:  Information Processing & Management

SOURCE: 23 (5) 1987, 395-409. illus. tables. 32 refs

LANGUAGES: English

ABSTRACT:  International workshop on Distributed Expert-Based Information Systems  (DEBIS) was held at Rutgers University in Mar 87. The aims of the workshop were to discuss problems and issues in the design of such systems,  and  to  develop  research and implementation strategies for them.  The workshop attendees discussed both models and implementations of  DEBIS.  A typical  implementation  operates  on  one  or  more workstations and connects an end-user to an information source after invoking  multiple expert functions.  The design of these functions depends  in  part on careful study of end-user and search intermediary behavior.  Such studies suggest a dozen basic functions which must be incorporated in a DEBIS, including ones to model the user, generate search strategies, and manage the interface

NOTE:  Belkin,  N.J.;  Borgman, C.L.; Brooks, H.M.; Bylander, T.; Croft, W.B.; Daniels, P.J.; Deerwester, S.; Fox, E.A.; Ingwersen, P.; Rada, R.; Spark Jones, K.; Jones, K. Spark; Thompson, R.H.; Walker, D.



10.	 I expect my participation in this workshop to inform and shape the above position, one way or the other.
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Tom DeFanti has given an excellent general overview of VR and its potential future directions.  This position statement supplements that discussion by examining three generic, rather different directions in VR as viewed in terms of interaction potential and discusses the novel interaction capability of the “partially immersive” Workbench technology.



Three types of “immersive” systems are discussed in detail in the addenda below.  Head- mounted displays and CAVEs have as their strength the ability to navigate through virtual worlds.  The strength of Workbench systems lies in a fine-grained interaction capability. This mirrors every day life where one walks through a room but performs detailed interaction while standing over a table or workbench, seated at a desk, etc.



Because the Workbench paradigm stresses interaction, it is the most relevant to this Workshop.  Interaction will inevitably require the use of intelligent aids. 



Sample questions:



How do two users interaction on a Workbench?  Technology already has been demonstrated whereby each user can see a different image on the Workbench.  What interactions does this new technology enable and how do we utilize them?



What database structures, intelligent agents, etc. are required to perform groupings of objects into operational categories for user interaction?



How will distributed, fine-grained interactions be performed?  What operations can you perform (remotely) on my Workbench and what is restricted?  How is space to be partitioned?  What happens when the second device is not a Workbench (say, a terminal screen)?



Addenda:  HMDs, CAVEs, and Workbenches



Head-Mounted Displays/BOOMs:  Head-mounted displays (HMDs), which typically also include earphones for the auditory channel as well as devices for measuring the position and orientation of the user, have been the primary VR visual device for the 1990’s.  Using CRT or LCD technology, HMDs provide two imaging screens, one for each eye, and thus (given sufficient computer power) allow for stereographic images.   Typically, the user is completely immersed in the scene, although HMDs for augmented reality overlay the computer-generated image onto the real-world at low resolutions.  Low end HMDs can be obtained for less than $10,000.  These suffer from information loss (resolutions of approximately 400 x 300 pixels; field-of view of about 40 deg. to 75 deg.).  High-end HMDs overcome these limitations at a cost of hundreds of thousands of dollars and thus are utilized only for a limited number of applications such as military flight training.  In addition, ergonomic limitations such as weight, fit, and isolation from the real environment make it unlikely that users will accept HMD-based immersion for more than short time periods until such time as advances in material science produce eyeglass size and weight HMDs.  They are, however, more portable than are other VR systems.



An alternative to HMDs is the BOOM (Binocular Omni-Orientation Monitor).  Two high-resolution CRTs are mounted inside a package against which the user places his eyes.  By counterbalancing the CRT packaging on a free-standing platform, the display unit allows the user six-degree-of-freedom movement while placing no weight on the user’s head.  The original version of the BOOM had the user navigating through the virtual world by grasping and moving two handles and turning the head display much as one would manipulate a pair of binoculars.  Buttons on the hand-grip are available for user input.  A more recent desktop version (the PushBOOM) allows the user to navigate by head movement.  



HMDs and BOOMs are similar devices in that the user is fully immersed in the virtual environment and does not see his actual surroundings.   The BOOM solves several of the limitations of the HMD (e.g. resolution, weight, field-of-view), but at the expense of reducing the sense of immersion.  The BOOM/PushBOOM user stands/sits in a fixed position and lacks the freedom of movement associated with HMDs where users typically take steps and turn their body to determine direction (the BOOM also restricts the user’s hands).



CAVE:  Immersion does not necessarily require the use of the head-mounted displays that are the most common method for presenting the visual channel in a virtual environment. The CAVE (CAVE Automatic Virtual Environment) developed at the University of Illinois, Chicago accomplishes immersion by projecting on two or three walls and a floor and allowing the user to interactively  explore a virtual environment.  A CAVE-like facility is typically about 10' by 10' by 13' (height), allowing a half-dozen or more users to examine the virtual world being generated within the space simultaneously.  Stereographic images are produced by computer generating right and left eye images with stereographic shuttered glasses used to synchronize left and right eye images at 120 Hz. To determine the view, a single group leader is head tracked using magnetic sensors to determine position and orientation.  Both by walking within the CAVE and by utilizing an interactive device called a “wand,” which has a second tracker for position identification and buttons for issuing commands, the group leader navigates through the data.   All users see the same image;  thus, other team members view the scene from an incorrect perspective with the resulting distortion depending upon differences in location within the CAVE.  Since the stereographic shuttered glasses are see through, all users see each other.  This facilitates group discussion and data analysis.   



While HMDs require that users interact in virtual spaces (they cannot see each other in their “real” environment), the CAVE offers the significant advantage of permitting user interaction/discussion/analysis in the real world.   The computational cost of generating scenes within a CAVE are very high.  Two images must be generated at high refresh rates for each wall in the CAVE.  In addition, each wall requires a high-quality projector and, since back projection is used, a large allocation of space is required for projection length. Costing over one-half million dollars, CAVEs exist only in a handful of large research organizations and corporations.

The VR Responsive Workbench:  The two paradigms discussed above are both fully immersive.  However, there are many applications for which full immersion is not desirable.  A doctor performing pre-surgical planning has no reason to wish to be fully immersed in a virtual room and with virtual equipment.  Rather, he would like a virtual patient lying on an operating table in a real room.  He would like to reach out and interactively examine the virtual patient and, perhaps, practice the operation.  Similar remarks apply to engineering design, military and civilian command and control, architectural layout, and a host of other applications that would typically be performed on a desktop, table, or workbench.   These applications can be categorized by not requiring navigating through complex virtual environments but rather by demanding a fine granularity visualization and interaction with virtual objects and scenes.



The Workbench operates by projecting a computer-generated, stereoscopic images off a mirror and then onto a table (i.e. workbench) surface that is viewed by a group of users around the table.  Using stereoscopic shuttered glasses, users observe a 3D image displayed above the tabletop.  By tracking the group leader’s head and hand movements using magnetic sensors, the Workbench permits changing the view angle and interacting with the 3D scene.  Other group members observe the scene as manipulated by the group leader, facilitating easy communication between observers about the scene and defining future actions by the group leader.  Interaction is performed using speech recognition, a pinchglove for gesture recognition, and a simulated laser pointer.  
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“Advanced Graphic User Interfaces:  Elastic and Tightly Coupled Windows”



Windows with 40-60 icons or scrolling lists with 20-40 are inadequate in dealing with the complex tasks that users increasingly face.  Advancing hardware, software, and networking technology have raised expectations for users of Geographical Information Systems (GIS), 3D graphics tools, information directories, scientific visualization, medical image databases, desktop publishing, programming environments, network management, video or animation editing, and other domains.  These domain experts are motivated users who are attempting more ambitious projects that demand rapid processing and access to large amounts of visual information, but unfortunately the window managers in graphical user interfaces (GUIs) have not kept up with the users needs.  Advantages of large screens and fast displays are lost or misused, leading to confusion, poor user performance, frustration, and missed opportunities.  



The computer industry appears to have inadvertently created a de facto standard based on 1984 era hardware and window managers (Macintosh, Windows, OS/2, Motif).  This lack of innovation has left most users with the tedious job of manipulating one window at a time. Too much window housekeeping distracts them from their professional tasks and restricts what they can accomplish.  The current overlapping independent windows paradigm has been shown to have problems, but viable improvements have been slow to emerge.  We believe that important new research avenues are open for coordination within complex interfaces, specification methods for dynamic systems, design principles such as tight coupling, and improved visual information presentation.



Existing principles such as direct manipulation have been widely applied in word processors, spreadsheets, drawing tools, and many other environments:



Visual representation of the “world of action”

Objects & Actions are shown

Tap analogical reasoning

Rapid, incremental, and reversible actions

Replace typing with pointing/selecting

Immediate visibility of results of actions



The benefits of direct manipulation are: control/display integration to simplify usage and conserve screen space, and less syntax to reduce error rates, speed learning and increase retention.  The use of properly designed visual representations helps to make the operation more comprehensible, predictable, and controllable, thus increasing the users willingness to take responsibility for their actions.  Of course, there are concerns such as: the possible need for increased system resources, some actions may be cumbersome, macro techniques are still weak, history/tracing may be difficult, and visually impaired users have more difficulty.



The current GUIs are still quite primitive and poorly designed to take advantage of the remarkable human visual perceptual system and large, rapid, and high resolution computer displays.  It seems increasingly archaic to see only 40-60 icons on the screen, deal with the cluttered desktop of overlapping windows, and waste time with unnecessary window housekeeping, when appealing alternatives are beginning to appear in research prototypes. Our first proposal is for Elastic Windows in which multi-window operations are achieved by issuing operations on a hierarchically organized group of windows in a space-filling tiled layout.  We have developed multi-window operations like Hook, Pump, Minimize, Restore, Move and Relocate to allow users to rapidly restructure their work environment. We claim that these multi-window operations and the tiled layout decrease the cognitive load on users. Users found our prototype system to be comprehensible and enjoyable as they playfully explored the way multiple windows are reshaped. Our second proposal is for Tightly Coupled Windows in which relationships between the contents of windows are easily specified and changed.  For example, synchronized scrolling would allow a user to specify two or more windows to be scrolled with only a single user action.  In hierarchical browsing selection of a chapter title in a table of contents window causes the full text to be scrolled to the chapter in a second window.  Some of these benefits can be achieved through proper use of Netscape frames.



Information visualization: Dynamic queries, starfield displays, and LifeLines



The future of user interfaces is in the direction of larger, higher resolution screens, that present perceptually-rich and information-abundant displays.  With such designs, the worrisome flood of information can be turned into a productive river of knowledge.  Our experience during the past five years has been that visual query formulation and visual display of results can be combined with the successful strategies of direct manipulation. Human perceptual skills are quite remarkable and largely underutilized in current information and computing systems.  Based on this insight, we developed dynamic queries, starfield displays, treemaps, treebrowsers, and a variety of widgets to present, search, browse, filter, and compare rich information spaces.  



The dynamic queries are animated user-controlled displays that show information in response to movements of sliders, buttons, maps, or other widgets.  For example, in the HomeFinder the users see points of light on a map representing homes for sale.  As they shift sliders for the price, number of bedrooms, etc. the points of light come and go within 100 milliseconds, offering a quick understanding of how many and where suitable homes are being sold. Clicking on a point of light produces a full description and, potentially, a picture of the house.  



The starfield display was created for the FilmFinder, which provided visual access to a database of films.  The films were arranged as color coded rectangles along the x-axis by the production year and along the y-axis by popularity.  Recent popular films were in the upper right hand corner.  Zoombars (a variant of scroll bars) enabled users to zoom-in in milliseconds on the desired region.  When less than 25 films were on the screen, the film titles appeared and when the users clicked on a filmUs rectangle, a dialog box would appear giving full information and an image from the film. The commercial version of starfield displays will be available late in 1996 from IVEE Development (www.ivee.com).



In our LifeLines prototype, we applied multiple timeline representations to personal histories such as medical records.  Horizontal and vertical zooming, focusing, and filtering enabled us to represent complex histories and support exploration by clicking on timelines to get detailed information.



There are many visual alternatives but the basic principle for browsing and searching might be summarized as the Visual Information Seeking Mantra:



Overview first, zoom and filter, then details-on-demand



In several projects I found myself rediscovering this principle and therefore wrote it down and highlighted it as a continuing reminder.   If we can design systems with effective visual displays, direct manipulation interfaces, and dynamic queries then users will be able to responsibly and confidently take on even more ambitious tasks.



The computing industry and the research community have the chance to move ahead with a new generation of systems.  In addition to our work, research on information visualization is emerging at key sites such as Georgia Tech’s Graphics Visualization and Usability Center, Xerox’s Palo Alto Research Center, and Lucent Technologies (formerly AT&T Bell Labs) in Napierville, IL. 
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The discussion of human-centered themes is a topic of continuous interest in many areas of social science. Humans may have different cultural backgrounds, upbringing, age and sex. Given their education, training and experience their professional function may be manager, researcher, white-collar or production worker.  Today, the use of information processing systems and support is omnipresent in virtually all these functions.  Yet, working patterns are changing at a rapid pace and in order to survive in professional and everyday environments, life-long learning becomes a necessity.  A generic dimension common to a large population of humans in future society is therefore one of being a learner.  It is generally perceived that human-centered, or more specifically, learner-centered intelligent systems may support members of tomorrow’s society in successfully adapting to this challenge.  The trend towards increased global interconnections and mobility enables and forces humans to communicate faster and more intensively using multiple new types of media.  At the same time, the means of (tele-)communication become easier to use and more secure. As a consequence, the statically localized workplace of today tends to progressively dissolve into the highly mobile, wireless multimedia (tele-)communication based, virtual working environment of tomorrow. As the freedom of mobility develops, new concepts and tools are required that support new forms of work, life and continued education.  The usability of highly mobile, wireless multimedia (tele-)communications based facilities is ensured by novel paradigms for human computer interaction.  Based on portable and wearable computers as well as personal digital agents, cooperative work, pen-based computing, visual programming as well as software tool-, assistant- and agent-supported application scenarios become possible. Such applications, among others, make use of advances in human-machine interface technologies and design.  Through the use of virtual reality and real virtuality paradigms, the cognitive dimension gets substantially extended and improved. Using rapid application development frameworks, their behavior can be easily tailored to specific needs at low cost.  The requirement for end-user support by software tools, assistants, and agents comes from the dramatically increasing information resources in global libraries.  While the available computing power steadily increases, the human information processing and storage capability remains constant.  It is expected that, given the provision of appropriate contextual information, software tools, assistants, and agents, have a high potential of becoming a valuable support to the end-user.  There remains, however, a substantial need for improvements to current information technologies, interaction metaphors, software tools-, assistant- and agent-architectures and behavioral models that require fundamental research efforts.  Addressing human-centered intelligent systems issues and questions is a challenging workshop theme.  From my perspective I would like see and promote the discussion around a learner-centered concept in which true learning, enhanced with intelligent system functions, should produce knowledge and wisdom instead of more data and information.  How can humans be better supported in coping with the rapid renovation of knowledge?  How should a learner-centered approach enable content production with high learning efficiency?  Can modern objectives for teachers (class organization, initiation of learning processes, progress monitoring) be replaced by software tools, assistants or agents? If learners accept the Internet as their media, how can intelligent systems support them in becoming self-directed and using it for the essentials of life?  To which extent will software-based services for humans provide enriched learning and virtual work environments? How, on a global scale, can the dominance of the English language be balanced with communication codes of other cultures?
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The Interactive Systems Laboratories aim to develop user interfaces that improve human-machine and human-to-human communication. The laboratories are affiliated with the Language Technology Institute (LTI) and the Human Computer Interaction Institute (HCII) at Carnegie Mellon’s School of Computer Science, and with the Fakultaet fuer Informatik at the University of Karlsruhe, Germany. Two challenging examples of the laboratories' interests are speech-to-speech translation systems (the JANUS project) and multimodal interfaces (the INTERACT project).



JANUS was one of the first systems to demonstrate (in ‘91) that speaker-independent, continuous speech-to-speech translation is possible. The system was first limited in vocabulary size, and could not accept ill-formed conversational speech. We have since extended its early success to JANUS-III, which now handles ill-formed spontaneous, conversational spoken dialogs and an open vocabulary in various domains of discourse. We are also continuing our efforts to provide greater robustness and portability to new languages (English, German, Spanish, Korean, Japanese are already running) and new domains. This involves new inroads in robust understanding of spoken language, improved speech recognition methods, as well as more flexible, interactive ways of deploying such a system to meet natural multi-lingual communication needs.



The purpose of the INTERACT project is to enhance human-computer communication by processing and combining multiple communication modalities known to be helpful in human communicative situations. Among others, we seek to derive a better model of where a person is in a room, who he/she might be talking to, and what he/she is saying despite the presence of jamming speakers and sounds in the room (the cocktail party effect). We are also working to interpret the joint meaning of gestures and handwriting in conjunction with speech, so that computer agents can carry out intended actions more robustly and naturally and in more flexible ways. One particular focus is error repair, permitting the system to respond efficiently to a user’s corrections and change of mind.  Several human-computer interaction tasks are explored to see how automatic gesture, speech and handwriting recognition, face and eye tracking, lipreading and sound source localization can all help to make human-computer interaction easier and more natural.



To be easy to use, computers must also be able to learn and to adapt to a changing environment and growing demands of a user. Toward this end, we are working on statistical and connectionist machine learning and modeling strategies to advance the state of the art, particularly as applied to speech, language, visual and interactive pattern processing. We are collaborating with other faculty to develop algorithms, that have the required properties for deployment in the real world.
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“Customer Models for Effective Presentation of Information”



Topic area:  Intelligent information processing and agents



Problem Statement



To deal  with the flood of information that is becoming accessible to the growing population of computer-literati it is not adequate to have systems that provide a superficially friendly presentation, we need an underlying structure that is natural to the task being undertaken.  As tasks I distinguish both the cognitive aspect, as browsing, problem solving, problem definition, classification, authoring, etc., as well the domain aspect, say finance, health concerns, entertainment, travel, information management, genomics, engineering design, etc.



Related to all these foci and topics is a wealth of information, which can only be effectively managed by imposing structure and value assessment of the information objects.  The objective of providing mechanical aids towards this goal seems daunting, but appears a requirement to bring the end-goal of  initiatives as the Digital Library, the World-wide-web (in so far it has a goal), much Artificial Intelligence Research, and many computational decision-aids into a form that will be beneficial to the human user.  I will refer to the overreaching aspects of this efforts with respect to Human Centered Intelligent Systems as Human-Centered Information Services (HCIS).



Structuring the Setting



Before we can discuss details of approaches to deep human-centered information services we must structure, and hence simplify the task at hand.  This initial task, common to most of our productive activities, is exactly the type of task that should be aided by HCIS, and we can introspect to gain an understanding of what services might be helpful in this domain task, defining the problem of information management.



First of all we model the human as an individual engaged in a certain task type.  A human can engage in many types of tasks, but it is likely that a human is productive if engaged in a specific task for some time.  Tasks are not necessarily carried out to completion before a task switch occurs (notwithstanding advice your parents gave you), but some observable progress is desired.  Her we note already a mechanizable service component, recording where one starts and where one left off, so that on returning to the task one can proceed, or rollback, as wanted.



I employ the term customer for a human-engaged in a task.  A customer model is hence simpler than a general user model, which must recognize the interplay of many tasks and domains.  Simplification is of course a prime engineering concept: only simple things work as expected, and sophisticated tools and models are more likely a hindrance than a benefit.

The next simplification is to assume that a customer model is hierarchical.   A giant and far reaching assumption, and I am sure that exceptions can be found.  I will deflect criticism by a tautology: if the customer model cannot be hierarchically represented then the human must be engaged in more than task.  Once the hierarchy is accepted we have a wealth of tools available.  Most applicable work in decision analysis, in utility theory, in planning, and scheduling becomes of bounded complexity if the structure is hierarchical.  Furthermore, within a hierarchy we can often impose a closed-world assumption, so that negation becomes a permissible operator in processing.  Such assumptions are often made implicitly, for instance all of Prolog’s inferencing depends on negation-by-failure.  The customer model makes the assumption explicit.



Domains 



Domain specialization introduces a further simplification. Within a domain any term should have only one semantic meaning, acceptable to all customers working in that domain.  A term as ‘nail’ is defined distinctly in any of several domains, as in anatomy and hardware.  We again use a tautology to make the condition true: if there are inconsistent interpretations of a term, then we are dealing with multiple domains. 



By keeping domains coherent and hence of modest size we avoid many common semantic problems.  We have many instances where effective ontology’s have been created by specialists focusing on a narrow domain, and failures and high costs when such ontology’s were expanded in scope.  Establishing committees to solve ontological problem over multiple domains (using our definition) is likely to lead to unhappiness of customers and specialists, to whom a terminological compromise is of little benefit.



Examples of the domain scaling issue in computing is seen in object technology.  Simple objects are attractive, because they can represent data and process constellations in what appears to be a ‘natural’ way. It is no coincidence that their internal structure is typically hierarchical.  Inheritance of features in a hierarchical structure of multiple objects provides an effective conceptual simplification for their customers.  When object information over multiple domains is integrated, so that multiple inheritance has to be modeled, confusion ensues.  Similarly, objects become unwieldy when large and serving multiple tasks.  Many of the committees convened to design the ‘right’ objects in industry and government are making glacial progress and their work is likely to be ignored.



Partitioning and Composition



Now that we have structured the world supporting human information services into coherent units, we need tools to extract those units out of the real world and compose he units to serve, first of all, specific tasks and domains, and secondarily, to manage information where multiple tasks and domains intersect.  We model extraction by extracting hierarchical submodels out of the world of information resources.  We have small scale examples today where computational object models are defined over arbitrary database schema’s, and corresponding object instances are created out of the contents of the corresponding relational databases.  Web-tools as Yahoo impose a largely hierarchical high-level structure onto much of the information stored in the world-wide-web, and is a productive tool when the hierarchy presented matches a customer model.  



Searching through a hierarchy is of logarithmic cost, and acceptable to most customers. Success depends of course on having the instances properly composed and linked into the task hierarchy.  Items at the same level in a hierarchy should be ordered into a priority-by -utility list that is again dependent on the customer and domain model.  For instance, air-flight fares and arrival times have different utilities for vacation versus business travel.



If the hierarchy is not satisfactory then broader access tools, as Alta-Vista on the web, may be used. These impose a higher cost to the human, who must now impose ones’ own hierarchy if the list exceeds, say, 7 plus/minus 2 items.



Here is a first goal for research in HCIS is a clarification of these task models, and the development of tools to make the human into a productive customer.  For any hierarchy it should be possible to structure the domain-relevant units located by a search into an effective and natural structure for the customer.  At the same time, task and domain switching must be recognized, while prior task models must be retained to be re-enabled if the human returns to a past customer model.



Once we have clear domain and task models  we need to be able to follow human complexities, and develop means not only to switch, but to recognize intersections.  A new domain  being entered is likely related to a prior domain.  It would be unwise to keep all of the prior context available, but recently active subsets of the domain are likely to have articulation points that need to be recognized.  In our research we visualize an algebra over ontology’s, to manage domain intersections needed for complex, multi-domain tasks.  Other approaches are  likely to be at least as valid, and it is in this arena that a second major research task for HCIS is likely to be found.



How the models that allow effective human processing and services link to the human-computer interface requires matching of the deep semantic structures of HCIS to representations that exploit human cognition effectively.  Here is the third area for HCIS research we recognize. Here aggregation and visual representations are likely to be crucial, with easy linkages for expansion down the hierarchy, aggregation up the hierarchy, and context switching among customer models and domains. 



Conclusion:



Information must be of a value that is greater than the human cost of obtaining and managing it.  More is hence not better, less, but relevant information is best.



To achieve the desired goal research and experiments in providing Human-Centered Information Services are needed.  We indicated three topics:



1.	Task models and tools that exploit these models in order to bridge the gap from a human effort to simple, clear, and processable underlying structures. 

2.	Tools for task-switching and domain switching and intersections so that the simple task models become composable into practical scope.

3.	Clear mapping of the explicit models and their results into cognitively effective representations.  



And then, while we’re at it, we should also have fun.
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“Communication and Collaboration From A CSCW Perspective”



Human-centered information systems, whether augmented through AI technology or anything else, need to have at their core a fundamental understanding of how people work in groups and organizations.  Otherwise, we will produce unusable systems, badly mechanizing and distorting collaboration and other social activity.



To differ from some of my colleagues’ BOG2 position papers, I think the fundamental technical question for HCI systems is a meta-question:



How do we deal with the fundamental tension between the capabilities of current computational technologies and people’s needs for highly nuanced and contextualized information and activity?

	

Since many studies (see below) have determined that information-oriented activity (or any other activity) in its social environment is very nuanced, emergent, and contextualized, we should further ask ourselves:



When can we successfully ignore the need for this nuance and context?



When can we augment human activity with computer technologies suitably to make up for the loss in nuance and context (e.g., different time/place benefits in computer-mediated communications over face-to-face)?  Can these benefits be systematized so that we know when we are adding benefit rather than creating loss?



What types of future research will solve some of the gaps between technical capabilities and what people expect in their full range of social and collaborative activities?

	

This meta-question arises from my understanding of findings from the Computer-Supported Cooperative Work (CSCW) area of Human-Computer Interaction.  Below is my summary of these findings.



A biased summary of CSCW research



Most of this will be obvious to CSCW researchers, but might be a useful place to start for non-CSCW researchers.  (References for these findings are available upon request.)



In addition to Simon and March’s limited rational actor model, used by most of computer science, CSCW researchers also tend to assume the following:



Members of organizations sometimes have differing (and multiple) goals, and conflict may be as important as cooperation in obtaining issue resolutions.  Groups and organizations may not have shared goals, knowledge, meanings, and histories.  If there are hidden or conflicting goals, people will resist concretely articulating goals.  On the other hand, people are good at resolving communicative and activity breakdowns.



Without shared meanings or histories, information will lose context as it crosses boundaries.  (Sometimes this loss is beneficial, in that it hides the unnecessary details of others’ work.  Boundary objects allow two groups to coordinate.) An active area of CSCW research is in finding ways to manage these problems and trade-offs.



Social activity is fluid and nuanced, and this makes systems technically difficult to construct properly and often awkward to use.  For example, people have very nuanced behavior concerning how and with whom they wish to share information; access control systems often have very simple models.  As another example, since people often lack shared histories and meanings (especially when they are in differing groups or organizations), information must be recontextualized in order to reuse experience or knowledge.  One finding of CSCW is that it is sometimes easier and better to augment technical mechanisms with social mechanisms to control, regulate, or encourage behavior.



Exceptions are normal in work processes.  It has been found that much of office work is handling exceptional situations.  Additionally, roles are often informal and fluid.  CSCW approaches to workflow and process engineering primarily try to deal with exceptions and fluidity.



People prefer to know who else is present in a shared space, and they use this awareness to guide their work.  For example, air traffic controllers monitor others in their workspace to anticipate their future workflow.  An active area of research is adding awareness (i.e., knowing who is present) and peripheral awareness (i.e., low-level monitoring of others’ activity) to shared communication systems.  Very recent research is addressing the trade offs inherent in awareness versus privacy, and in awareness versus disturbing others.



Visibility of communication exchanges and of information enables learning and greater efficiencies.  For example, co-pilots learn from observing pilots work (situated learning, learning in a community of practice).  However, it has been found that people are aware that making their work visible may also open them to criticism or management; thus, visibility may also make work more formal and reduce sharing.  A very active area of CSCW is trying to determine ways to manage the trade-offs in sharing.  This is tied to the issue of incentives, below.



The norms for using a CSCW system are often actively negotiated among users.  These norms of use are also subject to re-negotiation.  CSCW systems should have some secondary mechanism or communication back-channel to allow users to negotiate the norms of use, exceptions, and breakdowns among themselves, making the system more flexible.



There appears to be a critical mass problem for CSCW systems.  With an insufficient number of users, people will not use a CSCW system.  This has been found in e-mail, synchronous communication, and calendar systems.  There also appears to be a melt down problem with communication systems if the number of active users falls beneath a threshold.



People not only adapt to their systems, they adapt their systems to their needs (co evolution).  One CSCW finding is that people will need to change their categories over time.  System designers should assume that people will try to tailor their use of a system.



Incentives are critical.  A classic finding in CSCW, for example, is that managers and workers may not share incentive or reward structures; systems will be less used than desired if this is true.  Another classic finding is that people will not share information in the absence of a suitable organizational reward structure.  Even small incremental costs in collaborating must be compensated (either by reducing the cost of collaboration or offering derived benefits).  Thus, many CSCW researchers try to use available data to reduce the cost of sharing and collaborative work.

	

Not every researcher would agree with all of the above assumptions and findings, and some commercial systems (e.g., workflow systems) sacrifice one or more of these.  Indeed, we do not know how to produce working systems that adhere to all of these assumptions, and any successful system, commercial or research, must relax one or more of these assumptions. However, the list provides a first-order ideal of what should be provided, again with the proviso that some of the idealization must be ignored to provide a working solution.  This trade-off, of course, provides much of the tension in any given implementation between “technically working” and “organizationally workable” systems.  CSCW as a field is notable for its attention and concern to managing this tension.
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“Collaborative Tools for Supporting Scientific Computation on the Web”



I have two statements of relevance to the workshop.  The first one describes briefly a system we are building, called RiboWeb, to promote collaboration on the web among molecular biologists in a relatively specialized domain of structural biology.  The second is an interface theory we are developing that is based on the premise that each specialized domain has certain (usually 2D) graphics that recur in journals, meetings, and conferences and that have deep semantic meaning for those within the field.  We believe that these “domain graphics” can be exploited as effective user interfaces.



1.	The RiboWeb System



The pace at which scientific data is being published, particularly on the WWW, threatens to overwhelm our ability to build coherent, self-consistent scientific models.  Such models depend on  1) having all relevant information,  2) interpreting this information properly, and 3) integrating multiple sources of information.  Each of these tasks is becomes increasingly difficult as the volume of relevant data increases.   One of the major goals of computational molecular biology, therefore, is the creation of integrating technologies to support the process of developing models consistent with large, heterogeneous data sets.  A simple theory of scientific hypothesis refinement consists of two steps:  data is used to create a model, and the model is evaluated in light of the data to determine its validity.  As new data is acquired through experimentation, the model is refined.  Similarly, as data is found to be unreliable and is removed, the model improves.  We can use this simple theory to design web-based systems that support hypothesis generation on rich, heterogeneous data sets in sophisticated scientific subdisciplines.



The world wide web  (WWW) has become critical for storing and disseminating biological data.  However, computational analysis tools are frequently separated from the data in a manner that makes iterative hypothesis testing cumbersome.  We hypothesize that the cycle of collaborative scientific reasoning (use data to build model -> evaluate model in light of data) can be facilitated with WWW resources that link computations more tightly with their associated input/output, using standard data representations.



RiboWeb is an online knowledge-based resource that supports the creation of three dimensional models of the 30S ribosomal subunit, a complicated and important biological molecule whose structure has been targeted by multiple (some friendly, some not) groups. RiboWeb has three components:  (I) a knowledge base containing representations of the essential physical components and published structural data, (II) computational modules that use the knowledge base to build or analyze structural models,  and (III) a web-based user interface that supports multiple users, sessions and computations.  We have built a prototype of RiboWeb in order to test its ability to support iterative scientific computation and collaboration.  The key features for collaboration of the prototype system at this time are: ability for users to label data as public/private/semi-private (specified readers only), the maintenance of a full audit trail of all computations performed, and the systems ability to allow multiple synchronous or asynchronous users to perform incremental tasks.   We used a standard WWW browser client with RiboWeb to compute a structural model of this molecule, including the identification of problematic constraints, the recomputatation of the model with repaired constraints, the VRML display of the resulting 3D model, and the reporting of the degree to which experimental constraints are satisfied by the 3D model.  We also used RiboWeb to test the model against a set of constraints not used in its construction, as an independent measure of validity.  The resulting model is of comparable quality to those previously published.



Our conclusion from this work is that a simple three component architecture is sufficient to support basic collaboration between small groups of 2-3 investigators: a  knowledge base of structured representations, computational modules wrapped up so that their input and output correspond to knowledge based structures, and a user interface that allows private work to be done, and published.  RiboWeb was discussed in a recent Scientific American web supplement at http://www.sciam.com/explorations/102896explorations.html



2.	Our first experience with domain graphics.



The dissemination of biological information has become critically dependent on the Internet and World Wide Web (WWW), which enable distributed access to information in a platform independent manner. The mode of interaction between biologists and on-line information resources, however, has been mostly limited to simple interface technologies such has hypertext links, tables and forms. The introduction of platform-independent runtime environments facilitates the development of more sophisticated WWW-based user interfaces. Until recently, most such interfaces have been tightly coupled to the underlying computation engines, and not separated as reusable components.   There are commonly used graphics in biology which we will call domain graphics. They are widely used for printed communications, and they contain familiar symbols and layout patterns, but can be tailored for the problem being addressed. Thus, for example, RNA biologists may use a secondary structure graphic to highlight certain helices or mark bases of interest in an RNA sequence, but even without such markings, the fundamental meaning of a secondary structure graphic (as a representation of sequences, base pairs and partial structural information) is clear. A standard line graph or histogram, on the other hand, contains no domain knowledge: it is useless without lines or bars representing the data and a legend explaining the axes. Domain graphics are used throughout many scientific disciplines and can form the basis for powerful, intuitive and reusable user-interfaces. In order to illustrate the power of such graphics, we have built a reusable interface based on the standard two dimensional (2D) layout of RNA secondary structure (a domain graphic within the field of RNA biology). The interface can be used to represent any pre-computed layout of RNA, and takes as a parameters the sets of actions to be performed as a user interacts with the interface. It can provide to any associated application program information about the base, helix, or subsequence selected by the user. We show the versatility of this interface by using it as a special purpose interface to BLAST, Medline and the RNA MFOLD search/compute engines. These demonstrations are available at: http://www-smi.stanford.edu/projects/helix/pubs/gene-combis-96/.
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“Visualization/Virtual Reality as a Component of Human-Centered Intelligent Systems”



Visualization transforms the symbolic into the geometric, enabling people to observe their computing, offering  a method for seeing the unseen.  Visualization is a tool for interpreting images fed into the computer and for generating images from complex multi-dimensional datasets and simulations.  Whereas computer graphics is generally concerned with things that ought to be seen (e.g., computer animated puppets, computer-aided design vehicle parts), visualization most often brings the unseeable to light.  Examples of visualization are weather maps with atmospheric pressure isobars and temperature bands, multi-modality images of brain activity, models of stock and bond portfolio balancing strategies, molecular dynamics and fluid dynamics for injection molding studies.



Any computer display capable of displaying multiple type fonts is, in essence, capable of at least 2D visualization and showing projections of 3D as still images.  Most personal computers now allow creation and replay of animated sequences as digital “movies.” Workstations often support significant real-time 3D graphics including rotation, motion and perspective view generation.  Input to the  computer is by keyboard, mouse, voice, and gesture.  Visualizations can be computed on the fly, played back from storage, or fetched over networks.  Visualization is a major reason for the increased demand for memory, disk space and network bandwidth on human-centered computers.



State of the art real-time visualization devices may be turned into virtual reality (VR) systems by including feedback from tracking of the user’s head/eye  so that the correct perspective view is continuously provided; and by providing a wide-enough angle of view of the images in stereo to give a strong feeling of immersion.  Audio, motion, and touch are additional output modalities.  Since keyboards and mice are rather poorly adapted to the immersiveness of VR, voice, gesture and touch are of great interest to both researchers and users.



The major research issues in visualization and VR concern the strategies for seeing the unseen.  There is no agreement, for instance, on what molecules ought to look like, although there are conventions, of course.  How should flows in estuaries be presented?  Stress in materials?  Pathology?  How should these images/sounds/feelings be rendered and displayed given the myriad data formats provided by computational models and data collection devices?  How can the massive amount of data be filtered and compressed for presentation and storage?  How do we communicate, save and replay what visualizations we’ve created?



In most media, there are far more consumers than producers.  It is therefore natural to couch the challenges to the Human-Centered Intelligent System as mainly consumer problems. However, the democratization of visualization evidenced by Web usage seems to require that the challenges to the producers be addressed as well.  The software for browsing and creating in 2D is fairly mature and arguably easy to use.  However, 3D and VR tools to navigate abstract spaces and ways to build them are very primitive, almost entirely extrusions, so to speak, of the 2D case.

VR displays, in particular, are typically multi-modal, as noted above.  The Human-Centered Intelligent System of the future will be multi-modal just as building access is becoming.  A major challenge is the standardization and cross coupling of these modalities so that users can choose optimal (for them and the task) input and output paradigms.



The long-term challenges are:

Providing enough anti-aliased image resolution to match human vision (roughly 5000 x 5000 pixels at a 90 degree field of view 40 or so times a second)

Creating audio output matched to the dynamic range of human hearing and recognizing voice flawlessly

Developing haptic (touch and force feedback) devices

Storing and retrieving visualization/VR sessions

Connecting to remote computations and data sources in collaborative “tele-immersion” experiences via high-speed networks

Developing the algorithms to portray complexity in meaningful ways

Providing the security necessary to distribute computing and data, and charge/pay for services delivered at very high speed
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My position is fourfold: (i) collaborative applications  are important,  (ii) there are several complex design and imple-mentation issues that must be resolved before such  applications can become useful and commonplace,  (iii) several existing disciplines partly address these issues, and therefore researchers in these fields should get involved in this area, and (iv) much remains to be done before we can address the issues adequately, mainly because existing solutions have not considered humans in the loop.  While I take a technological or computer science point of view here, the implicit assumption is that the design of these applications is human-centered, that is, it is based on what users want rather than what programmers can put together easily.



By a collaborative application, I mean a computer (software/hardware) application that (a) interacts with multiple users, and (b) links these users, that is, allows the input of a user to influence the output of another user, thereby enabling collaboration.  This definition essentially equates communication with collaboration since it is not clear whether, from a technology point of view, we can distinguish between applications providing collaborative and non-collaborative communication.



There are two reasons for studying these applications:  The popular and compelling motivation is that that these applications can simulate face-to-face meetings with remote users, giving them the illusion of “being there.”  How-ever, if all collaborative applications did was simulate “being  there,” then they would always support meetings that are inferior to the real face-to-face meetings, and thus be considered necessary evils by those who cannot be hysically collocated.  In fact, these applications can allow us to go “beyond being there,” offering benefits we cannot get in meetings supported without the computer (see Hollan’s position statement). For instance, we can have available to us all the resources in our local environment, be in several meetings at the same time, form subgroups without disturbing others, and have process/workflow steps  automated.   Hollan and Stornetta argue that collaborative applications will not be truly successful unless people use them to collaborate with each other even when they have the choice of face-to-face meetings.  For this reason, it is not sufficient to study existing social theories on how people collaborate without the computer and implement these theories on the computer.  It is equally important to be innovative and test collaboration paradigms that can only be supported by the computer.



This means that the design of these applications becomes a first-class issue, which can be further decomposed into several subissues: (a) Session Management:  How do distributed users create, destroy, join, and leave collaborative sessions?  (b) Coupling: In a multiuser session, what feedback does a user receive in response to the input of another user?  (c) Access Control: How do we ensure that users do not execute unauthorized commands?  (d) Concurrency Control: How do we ensure that concurrent users do not enter inconsistent commands?   (e) Process Control: How do we follow appropriate group processes?  (f) Merging: How do we merge concurrent commands entered by different users?  (g) Undo/Redo: What are the semantics of undo/redo in a collaborative session?  (h) User Awareness: How are users made aware of  “out of band” activities of their collaborators, that is, activities not deducible from the application feedback they receive from coupling?  Each of these issues has both a semantic aspect (e.g. what are the semantics of concurrency control) and, an equally important, syntactic or user-interface aspect (e.g. what is the user interface for specifying concurrency control?).



Besides these design issues, there are also several implementation issues addressing how a collaborative application is programmed and its performance:  (a) Collaboration Objects: What kind of generic objects are part of a collaborative application?  (b) Concurrency: How is the application decomposed into concurrent threads?  (c) Distribution:  How are the application objects placed in different address spaces and hosts?  (d) Replication vs. Centralization: Which of these objects are centralized and which are replicated/cached?  (e) Migration: Which of the centralized objects can migrate?  (f) Real-Time Support:  What kind of services are provided to ensure real-time interaction with tolerable jitter and latency?  (g) Collaboration Awareness: Which of the application objects are collaboration aware and how are these objects integrated with existing, collaboration-unaware objects?  (j) Infrastructure Support:  Which of these objects are implemented by the application programmer and which are provided by an infrastructure.  (k) Interoperability: How are objects of a collaborative application integrated with objects of other (collaborative and non-collaborative) applications?



Several of these issues have been addressed by other disciplines such as database systems, operating systems, user interfaces, and software engineering.  We need to consider existing solutions in these areas; otherwise we will reinvent the wheel, or worse, develop  solutions that are inferior to the existing ones developed in other fields.  In particular, we need to consider  OS/database  research in concurrency/access control, distribution, replication, and migration; user-interface research in interface design and interactive-application decomposition; and software engineering research in process control.  Therefore, we need the involvement of experts in these areas.



Many of the existing solutions, however, do not apply directly in this domain, mainly because there are humans in the loop.  For instance, we do not have to achieve high transaction throughput, only enough to give interactive performance to the small number of users that interact with a collaborative application; and we do not need conservative concurrency control conflicts allowed by liberal concurrency control can be later resolved by the users in a merge phase.  Our research group is, therefore, revisiting all of these issues with the special needs of collaborative applications in mind.
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Susan Dumais

Bellcore





My interest is in collaboration for dramatically improved information management.  The main idea is to use the highly interconnected computing infrastructure to leverage the widely distributed collective expertise.  Human intelligence is at the center of systems built on this source of information.



We are all familiar with the two most common methods for finding electronic information search, and directory browsing or navigation (and this topic will be covered by BOG1).  In the last couple of years, we have seen the use of virtual communities to facilitate information access.  Perhaps the best known example of this approach is the collaborative or social filtering work made popular by MIT and Bellcore researchers.  Collaborative filtering uses the readily available computer and telecommunication network infrastructure to streamline the word-of-mouth recommending process that we all frequently rely on in the real world.  Collaborative filtering algorithms are very effective in using the ratings of a virtual community of similar people to suggest new items of interest.  



The widely available network infrastructure and use of common browsers for an increasing variety of computer tasks provides a unique opportunity to utilize users’ histories of interaction, and explicit data organization strategies to dramatically alter the way we find and use information.  We have begun to explore the combination of navigable structures and community experience in a group asynchronous browsing (GAB) prototype.  GAB takes advantage of the bookmarks and hotlist structures that are widely available in today’s browsers.  Using a multi-tree formalism, the GAB server merges bookmark files of participating users to enable the sharing of others’ organizations of relevant Web resources. Other researchers, notably Hollan and Hill, have talked more generally about representing users’ history of interaction with digital objects, so that future use can be informed by accrued histories.  



By explicitly representing not only the content of digital information, but also information about how it is used by others, we will discover new and powerful community-based methods for information access and use.  Progress is needed both at the algorithmic level for combining heterogeneous sources of information, and at the interface level for taking advantage of the information in a task-relevant manner.  To date, community-enriched methods for information management have focused largely on asynchronous communication. Synchronous use of collaborative information presents a number of opportunities for revolutionary human-centered intelligent systems.
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�Jim Flanagan

Rutgers University



“Measuring Synergies in Multimodal Interfaces”



Natural Communication with Machines



As society becomes global, the need increases for communication techniques that allow geographically separate individuals to collaborate as effectively as if co-located.  Multipoint digital networking can support conferencing of distributed participants and provide the computing and database resources needed.  But user interfaces that offer only mouse and keyboard severely restrict cooperative design, object manipulation in shared workspaces, and participant interaction.  Sensory modalities approaching those which serve in face-to-face communication are desired.  In particular, the dimensions of sight, sound and touch, employed simultaneously and in combination, are comfortable and natural for the human.



While natural modalities ease human communication, the supporting network has the potential for enhancing and expanding traditional capabilities for collaboration.  Distributed databases along with local and remote computation, used cooperatively by the participants, can extend human capabilities for creative activity.  A significant research challenge is to orchestrate complementarily in interface modalities and network resources to maximize mutual assimilation of information and productivity of the collaboration.  The optimum is surely application-dependent, hence quantitative characterization of the scenario is requisite.



Interface Technologies



Interface technologies for sight, sound and touch are, as yet, imperfect.  But when prudently combined they can be made to work usefully.  For the sight domain, region-of-interest sensing, image understanding, face recognition, visual gesture, and video communication support interaction.  For sound, automatic speech and speaker recognition, speech synthesis, and distanttalking autodirective microphone arrays, and audio communication serve.  For touch, gesture detection, position sensing, and force feedback gloves with multitasking software contribute.  At each user location, intelligent software agents can fuse potentially unreliable multisensory inputs to arrive at reliable decisions and actions.  Learning algorithms permit some self-personalizing of the agents.  Integrating these technologies to win synergy is an active area of research.



Network Attributes



Multipoint digital networking has become pervasive.  And, current research is evolving software systems that provide shared workspace for collaborating users.  An attractive goal is object-oriented groupware that runs on Internet protocols, or on Internet Asynchronous Transfer Mode protocols.  Emerging techniques allow communication and control between terminals and network, to accommodate fluctuating demands for bandwidth, congestion in routing, delay exposure, and packet loss characteristics.  In consequence, coding algorithms for information transport can be dynamically selected.  Network conditions can influence those combinations of multisensory data which are most advantageous at any given time, and how system resources should be allocated.



Quantifying Synergies



Implementing complete collaborative systems, that can support experimentation and measurement on realistic applications, seems a direct route to quantifying and understanding many of the complexities of human communication over imperfect machine technologies.  This also seems a  positive means to grasping the interplay among user, interface and network.  Performance criteria and application scenario must be rigorously established.  Given such, the measurements can provide confident characterization of the benefits (or failings) of multimodal human/machine communication for specific tasks.  The techniques may allow a degree of generalization and extrapolation to applications of similar class.  But, a set of Maxwell’s equations for HCIS may not yet be on the horizon.



While overall measurement of user and system performance can put in evidence multimodal benefits, it doesn’t provide detailed insight about sensory processes in the human.  Ancillary quantification of “mutual information acquisition” among collaborators would move in this direction.  Such information measures imply fidelity criteria which must be fixed by cognitive research.
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�Patricia M. Jones

University of Illinois at Urbana-Champaign





The notion of human-centered intelligent systems is an important focus for driving research and education in this interdisciplinary area that mixes (at least) computer science, psychology, engineering, sociology, linguistics, communication, anthropology, philosophy, and .... biomechanics and neurophysiology?  Yes, one gap in our discussions so far is on physical devices for supporting special populations; as a proto-statement, I think it’s important that we also consider technologies and tools, intelligent or otherwise, to provide ubiquitous access for special populations (e.g., those who use wheelchairs, who cannot use their hands, who are blind or deaf).



Furthermore I see several general themes that I would like to emphasize here, many of which are in agreement with previous positions statements:



Human-centered intelligent systems

Centers around the notion of competence in practice rather than knowledge in theory.  A competence-centered approach is normative, contextual and situated.



Studying issues of context, relevance, and communicative practice is an important facet to human-centered intelligent systems.  Communication scholars such as Goffman, Sperber & Wilson, and others have examined these issues and their work is relevant here.



Such work applies to the design of intelligent agent interfaces, collaborative virtual environments, and the design of interactive artifacts.



Issues of culture and politics are inextricably intertwined with technology development and need to be systematically examined.
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�B. H. Juang
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A.	Definition



Human-centered communication and collaboration to me means the process, the understanding and knowledge, and design of machines/implements that are optimized for use by human.  By way of contrast, communication research in the past few decades focused on delivery of information, in spite of such phenomena as Internet and World Wide Web. Undoubtedly, these phenomena open new communication paradigms for people. However, they also erect new barriers. For example, many find the addressing system (for email as well as URL) cryptic. Also, these new paradigms are not as inviting as say telephones for people who have difficulty in typing. Similarly but in a slightly separate manner, we have not found good use in computers to help a group of people reach a common collaborative agenda even for items as simple as the meeting date.  And in communication networks, as we are approaching the era of tera bits per second networks, we have found that the number of bits for addressing and other overhead in a data packet is surpassing the number of bits carrying the information for users.  The neglect is obvious; i.e. recent advances in computing and communication are not human-centered.



In short, the main premise of the theme is: networking begins with human, not from the back of a computer or a terminal.



B.	Proposed Issues for Discussion



The following list is ordered from human to machine and from research framework construction to component theory/technology developments:



Attributes, specification and taxonomy of human-centered communication and collaboration processes (HCCC)



information representation

generation and presentation of information

intention and expectation

prior knowledge and synthesis and organization of knowledge

means and units of communication

communication protocols

assimilation of information

uncertainty & probabilistic nature of the process

multiple access framework

conflict and contention management



Information capacity of human in the process, in sensory as well as cognitive aspects



Identification of roles of machines in various human-centered processes



Metrics for the evaluation of human-centered comm. & coll. processes; How to measure the quality of the process?  How does a machine help in improving the quality of the process?



Mathematical modeling of HCCC



Intelligent processing of human information (shared by BOG1 and 2)



natural language processing

automatic speech recognition & understanding

text and verbal message synthesis

dialogue modeling and design

networking for human information

generation of human information: text, voice, gesture, image, ...

organization and management of human information

visualization of human information

other interface technologies (touch?)



Methodological Considerations for HCCC Research



decomposition of process

disciplinary areas

software tools

theory construction
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I come to this point of view biased by my 29 years of industrial research experiences at Bell Labs, Bellcore, and now Kodak.  In particular I have been very close to the design of many instances of visual commincation appliances and services.  These range from integrated voice/data terminals, office automation workstations, interactive video games, video-on-demand set top boxes, HDTV, personalized TV, image phones, and multimedia PCs.  In the graveyard of disgarded system prototypes there have been a few designs that stood out from competing concepts with comparable features.  One such example, called the GETSET, had such a compelling design that visitors to our lab in NJ often asked if they could have one before they knew what it did.  Interestingly enough, as the design was changed to respond to user feedback on details, the emotional appeal of the device was lost.  Commercially, the idea has yet to find the right mix of form, function, and cost.



My point to this story is that engineers, as a group, often lack the social skills and awareness to adequately incorporate functions into the right form.  Furthermore, in those rare examples where the engineers figured it out, they often lacked the marketing skills to adequately translate their discovery into a successful product.  I know of only one research activity that attempts to pull together aspects of novel technical design, human engineering, and marketing in a single academic research program.  I’m speaking of Russ Newman’s work at the MIT Media Lab/Harvard University.  His work has been and continues to be controversial.  To a software engineer it can be dismissed as academic, and thereby irrelevant market research.  To a human factors expert, the work lacks the carefully controlled experimental procedures and analytical compilation of results.  To the business stakeholder, this academic appears to be hopelessly out of his league, not understanding the fundamental laws of business that govern whether a service or product concept succeeds or fails.



I believe we need to take a closer look at what Russ Newman and others have done, learn from his mistakes, and see if there is a way capturing this multi-disciplinary approach to problem solving and teaching it to our EE and CS students.  Perhaps we could call this field of endeavor “Scientific Electo-politics.”
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“Evaluation and Design of Spoken Dialog Applications”



Recent advances in dialog modeling, speech recognition, and natural language processing have made it possible to build spoken dialog agents for a wide variety of applications, including command and control, transaction processing and information retrieval.  Potential benefits of such agents include remote or hands-free access, ease of use, naturalness, and greater efficiency of interaction. In our work designing, prototyping, and testing multi-featured speech-enabled services with a test “friendly” user population, several diverse topics have arisen that are relevant to this workshop.



The first topic focuses on the problem of how to evaluate dialog systems. Progress in the field of spoken language dialog, both theoretically and technically, depends on the ability to evaluate and compare the performance of dialog agents.  While evaluation measures for speech recognition and question-answering agents are fairly well understood, there are no widely agreed upon evaluation measures for dialog agents.  We have recently begun to explore a framework for evaluation of dialog systems that defines performance as a function of both success at achieving a task and the costs associated with the agent’s behaviors during the course of the dialog and that includes relating the performance measure to an external validation criterion.  The goal of the evaluation framework is to provide a method that can be applied at the task level (i.e., over the entire dialogue), to allow empirical comparisons of the performance of different systems for the same task, and also at the subdialog level, to provide a predictive means for selecting dialog strategies that will maximize a system's performance. 



The second topic is related to the process of technology transfer from the user interface (UI) designer to the system developer. Iterative human-centered design is particularly critical to spoken dialog systems, both for acquiring data to improve language and dialog models, and for developing effective error handling strategies, given the imperfect underlying speech recognition and natural language understanding technologies.  As a result, it is imperative that the design process permit rapid prototyping and modification.  The traditional approach of specifying sequential “call flows” and handing them off to a system developer to implement becomes quite cumbersome as the dialog system becomes more flexible, allowing mixed initiative interactions between the system and the user (as opposed to interactions where the system maintains “control” in driving the dialog).  Furthermore, linear “call flow” descriptions generally do not convey the information in a form that directly reflects the abstractions necessary for its implementation in an object-oriented system.  These mismatches between what the UI designer delivers and what the system developer requires to implement the design as the designer envisioned signal that a closer collaboration between UI designer and system developer is required. Research is needed both in understanding the process of collaborative design and in exploring new ways to facilitate implementation of complex dialog systems, including, but not limited to, designing collaborative tools for service creation and testing. 



Finally, the telephone network provides ubiquitous access to services that provide a speech only interface.  As a consequence, it is likely that some services that may be better suited for (or functionally richer with) multi-modal/multi-media interfaces will also be offered in voice only display-less alternatives (in order to provide users with a remote access capability to at least a subset of the features).  Research is needed to determine general principles that can be used to create displayless versions of multi-media applications that preserve consistency and functionality, appropriately adjusting the interaction structure to account for the cognitive and perceptual limitations imposed by the reduction in available input and output modalities.  This area of research is related to the more general issue of understanding how the advantages of spoken dialog interfaces can best be exploited in multi-modal/multi-media interfaces to human-computer systems.
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“Modeling Complex Systems in Human Centered Computing”



In this position statement I will make two informal suggestions, one is somewhat technical and the other is a bit speculative.



Part 1	The Role of Adaptive Modeling in Human Centered Systems.



As we head into the 21st century society is likely to increase its reliance on computerized systems that process, fuse and store information from diverse multi-modal environments (sensors) or heterogeneous databases, and subsequently perform intelligent decision making based on routinely noisy and occasionally maliciously corrupted information sources.  Such systems may play an important  role in intelligent information centers for military command and control, environmental control centers, medical information systems, electronic trading and electronic commerce centers, intelligent transportation centers, power plants and distributed networks.  We will refer to such systems as complex systems (or complex environments). 



Effective decision aids in these complex systems must be supported by tools that perform automated modeling of multi-modal databases and heterogeneous processes.  It is commonly believed that modeling is crucial to prediction and prediction is essential in effective decision making.  As a result, modeling plays an important role in many aspects of human-machine interaction and forms a necessary component in human centered systems.  We must develop the technology that can assist humans in controlling and modeling data/processes in modern information environments/systems which are several orders of magnitude larger and more complex than previous generations of information systems (e.g, biological and biomedical processes, large knowledge networks, collaborative environments, etc). 



Scientists and engineers have made substantial progress on developing highly adaptive and trainable models for speech, language and elementary gestures.  However, much effort must be done to scale up our modeling technology in order to develop computationally efficient and accurate techniques that will support heterogeneous models for multi-modal data fusion, user models, emotions and personality models, machine models, embedded environment models, virtual environment models, physical environments models, collaborative environments models, organizational models and physical world models. 



This creates one scientifically important area of human centered systems: intelligent modeling and control of complex systems.  Learning is a key component in this enterprise.  There are several computational tasks that must be addressed in these systems.



a)	Modeling and mining of multi-modal dynamic databases and processes.  That is, transforming a wealth of unstructured information into a form (representation) that will be easily comprehensible to humans and amenable to further processing by data mining tools.  This involves learning important patterns, significant correlations, multivariate dependencies, abstractions and generalizations as well as automatic discovery of causal rules.



b)	Developing tools for assisting human operators to monitor and control complex environments by filtering data and displaying the most appropriate aspects of the data or its internal representation that are necessary for intelligent decision making.  This includes focusing mechanisms and hierarchical modeling techniques.



c)	Developing efficient query facilities to the representation formed by learning the environment in order to facilitate computer assisted control by human operators.  These facilities will include computing the most likely sequence of future events given the current state (prediction); computing the most likely current state given noisy or incomplete information (estimation); or in general answering queries about the most likely state of an unknown variable given a sequence of observations about other variables. 



d)	Devising intelligent planning and control mechanisms that perform adaptive decision making.  



e)	Developing adaptive user interfaces that utilize sophisticated user models and can improve our ability to predict either system or user responses, and thereby increasing the overall coverage or utility of the man-controlled system. 



f)	Devising causal models that will be able to highlight the important consequences of specific decisions and inform/alert the human operator using active database techniques.



Part 2	On the definition of “Human Centered Systems.”



As a more speculative comment, I would like to draw our attention to the notion that computation is one of the most fundamental notions in the physical world that extends beyond programming computers.  Molecules, plants, animals humans perform computation in order to survive. Managers and CEOs must develop plans and schedules for large organizations, i.e., make their organizations achieve a goal by performing a sequence of steps correctly and efficiently.       



Some of the most interesting developments that we might expect from computer science may be in the form of radically new computational frameworks for understanding, modeling and controlling physical, organizational and social processes.



A field that appears to take this very seriously is bioinformatics.  There one hopes to have a completely computerized environment that tracks and controls every aspect of the medical process, interview, diagnosis, administration of drugs and other collaborative aspects of the medical procedures. This requires developing computational frameworks for medical diagnosis, medical evaluation and reference, literature review, education, drug interaction, data mining, gene finding, etc.  Once this computerization is partially completed, medical procedures can be seen as algorithms that sequence, track and monitor “remote calls” for the medical staff, medical databases or medical experts.  



The new environment will introduce a very high degree of standardization into the medical field and is likely to substantially decrease costs and reduce error. Thus, it will have important legal implications and is likely to cause a reduction in medical insurance.



We can anticipate similar human centered systems built for support of large organization, small businesses, individual homes, transportation, government, education, and the general business community.



This type of revolution will make substantial implications in the understanding, monitoring and controlling of technology supported complex processes, and will bring about many scientific and engineering questions that we must address in the immediate future.  These observations also suggest the most ambitious view of human centered systems, namely the introduction of computational frameworks in every  aspect of human life and endevour.
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Computers today can recognize much of what is said, and to some extent, who said it.  But, they are almost completely in the dark when it comes to HOW things are said, the affective channel of information.  This is true not only in speech, but also in visual communications —

despite the fact that facial expressions, posture, and gesture communicate some of the most critical information:  how people feel.  Affective communication explicitly considers how emotions can be recognized and expressed during human-computer interaction.



In most cases today, if you take a human-human interaction, and replace one of the humans with a computer, then the affective communication instantly drops out.  Furthermore, it is not because people stop communicating affect — certainly we have all seen a person express anger at their machine.  The problem arises because the computer has no ability to recognize if the human is pleased, annoyed, interested, or bored.  Note that if a human ignored this information, and babbled on at us long after we yawned, we would not consider that person very intelligent.  Recognition of affect is a key component of intelligence.  Computers are presently affect-impaired.



Similarly, if you insert a computer (as a channel of communication) between two or more humans, then the affective bandwidth is greatly reduced.  How many hours, for example, have been lost trying to straighten out a miscommunication of tone by email?  You meant one thing, but your words were read with an entirely different tone.  Research is needed for new ways to communicate affect through computer-mediated environments.  Computer-mediated communication today almost always has less affective bandwidth than “being there, face-to-face.”  (Email communicates less than phone, which communicates less than videoteleconference/telepresence.)  But this need not remain the case.  The advent of affective wearable computers, which could help amplify affective information as perceived from a person’s physiological state, are but one possibility for changing the nature of communication.



When a computer can recognize emotion, how should it respond?  This question, for humans, is addressed by the topic of “emotional intelligence.”  For humans, emotional intelligence is a significantly better predictor of success in life than is IQ.  (Emotional intelligence is based on theories of Salovey and Mayer, which arise from Gardner’s theory of multiple intelligence’s. It has been popularized most recently in Goleman’s bestseller, Emotional Intelligence) What is the meaning of emotional intelligence in human-computer interaction?  Recognizing affect is certainly one of its hallmarks, but how should it communicate this recognition to the user? When people express anger at a machine, they might be pleased if it acknowledged their anger by changing the way it responds.  They might not be so pleased if it merely says, “I see you are angry.”  Alternatively, if a user expressed pleasure after a software agent uses a new method to retrieve information, the agent should recognize this.  The agent might respond by reinforcing its likelihood of using those methods again.



Emotion remains one of the biggest differences between humans and computers.  Computers need to be given the abilities to recognize, express, understand, and in some cases “have” emotions, for better interacting with people.



The importance of emotion for computers, especially for communication, perception, memory, learning, and decision making, is set forth more thoroughly in the thought piece, “Affective Computing,” MIT Media Lab Perceptual Computing TR 321, available from http://www.media.mit.edu/~picard.
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I come to the workshop from the perspective of someone concerned with the design of joint person/‘intelligent’ machine system architectures for complex, dynamic, high risk environments (e.g., military command and control systems; nuclear power plant control rooms; air traffic control; aviation; medical operating rooms).  These environments typically involve multiple human agents who function as a team, where the team members share a common set of operational goals, but may have different knowledge, skills, task assignments, level of authority, and scope of responsibility.  Another characteristic of these environments is that the problem-solving and decision-making tasks faced are often difficult. The decision makers on the scene must form situation assessments under conditions where relevant symptoms may be buried or masked, or missing (e.g., due to failed sensors).  They must determine a course of action under conditions where there may be multiple constraining (or possibly conflicting goals), under time pressure conditions.



My concern is how to advance our knowledge of how to develop effective ‘human-centered’ decision-support systems for these types of dynamic, complex, high-risk, conditions.



Among the questions I hope we will address at the meeting are ones that have been raised by the Human-Centered Design breakout group:



What does it mean to take a human-centered approach? How does it differ from other system building approaches?



Why is a human-centered approach needed?



What is different that we need to do to advance a ‘human-centered’ agenda?



I recently collaborated on a chapter reviewing paradigms for intelligent interface design for the forthcoming Handbook of Human-Computer Interaction (Roth, Malin & Schreckenghost, in press) where we reviewed some of the limitations of early attempts to develop intelligent decision-aids, and some of the current trends toward more ‘cooperative systems’.  Here I provide a brief synopsis of some of the main points in that chapter, to provide perspective on some of the base assumptions I come to the workshop with.  I end with a listing of generic issues related to the design of ‘human-centered’ intelligent systems that I hope we can discuss as part of the workshop.

 

PARADIGMS FOR INTELLIGENT SYSTEM DESIGN



Early attempts to utilize machine intelligence focused on developing autonomous problem solving agents that were intended to make decisions, assessments, or selections for the user. Miller and Masarie (1990) coined the term ‘Greek Oracle’ to describe this approach to decision-aiding.  As systems that exemplified the ‘Greek Oracle’ paradigm began to be fielded, serious limitations with this approach to decision aiding quickly became apparent. Reports of problems with decision-aids built within this paradigm were observed in domains as diverse as medical diagnosis, aircraft pilot aids, decision-aids for troubleshooting malfunctioning equipment, real-time fault management in aerospace domains.



Problems observed include:



Brittleness in the face of unanticipated variability.  



A serious limitation of the ‘Greek Oracle’ approach is that the performance of the systems tended to be brittle .  The machine experts performed well for the set of cases for which they were designed, but performance broke down when confronted with situations that had not been anticipated by system designers.  It’s been repeatedly shown, in a variety of domains, that situations that deviate from the ‘canonical’ case are in fact the norm rather than the exception.  (See Mark Ackerman’s position paper for a reiteration of this finding in the context of office work!!).  As a result attempts to develop pre-planned response strategies delivered in whatever media (e.g., in the form of paper-based or computerized procedures, as is done in many domains) are bound to fall short.  I view the need to define joint person machine architectures that can effectively handle unanticipated situations as one of the key challenges to the design of human-centered intelligent systems.



Deskilling/irony of automation.  



A related concern is that having the machine expert solve problems for the user reduces the opportunity for users to utilize and sharpen their skills.  This raises a concern of deskilling — that reliance on the machine expert will reduce user’s level of competence.  Paradoxically, the ‘Greek Oracle’ paradigm assigns the user the role of solution filter.  The users are expected to detect and deal with the cases that are beyond the capability of the machine expert, which are presumably the most difficult cases, even though they don’t have the opportunity to work through the simpler cases.  Bainbridge (1983) coined the term “irony of automation” to describe a parallel dilemma that she observed in the early introduction of automation.



Biasing human decision process.  



A final concern with the ‘Greek Oracle’ paradigm is that the introduction of a machine expert can alter users’ cognitive and decision processes in ways that lead to worse performance than if the person were working unaided.  There have been several empirical studies that have compared the performance of individuals performing cognitive tasks with and without the aid of a decision-aid that generated a problem solution for the user.  A consistent finding is that the availability of this type of decision-aid alters people’s information gathering activities, and narrows the set of hypotheses that they consider, increasing the likelihood that they will miss critical information or fail to generate the correct solution in cases where the intelligent system’s recommendation is wrong. As example a recent study of airline pilots and dispatchers showed that in a scenario where the computer’s recommendation was poor, the generation of a suggestion by the computer early in the person’s own problem solving produced a 30% increase in inappropriate plan selection over users of a version of the system that provided no recommendation (Layton et al., 1994).



Experience with decision-aids built on the ‘Greek Oracle’ paradigm highlight the importance of considering the performance of the distributed joint person-machine system in designing and evaluating intelligent aids.  The people on the scene have access to real-time information and common-sense knowledge not available to the machine.  Their contribution to successful joint system performance, particularly in unanticipated situations, is substantial.  At the same time, it is important to consider how the introduction of the intelligent machine affects the human’s cognitive processes, and what new cognitive demands are introduced.  I view these as primary tenets of the ‘human-centered’ approach to intelligent system design.



The shift toward a ‘human-centered’ approach changes the questions asked from how to compute better solutions to how to determine what assistance is useful, and how to situate it and deliver it in the interface.  In the chapter on paradigms for intelligent interface design we review three alternative metaphors for deployment of machine intelligence in support of human problem-solving and decision-making:



Intelligent systems as ‘cognitive tools’ that can be utilized by practitioners in solving problems and accomplishing tasks;



Intelligent systems as ‘members of cooperative person-machine systems’ that jointly work on problems and share task responsibility;



Intelligent systems as ‘representational aids’ that dynamically structure the presentation of information to make key information perceptually salient.



These approaches are not intended to be viewed as mutually exclusive, but rather complementary metaphors that provide converging insights into the features required for intelligent support of human problem-solving and decision-making tasks.  What they fundamentally have in common is a commitment to viewing the user as the central actor, and the intelligent interface as a means for supporting the user’s cognitive processes.  Among the common themes that emerge are:



The idea that machine intelligence should be deployed in service of human cognitive activity;



The importance of understanding the demands of the domain, and identifying what aspects of human cognitive performance require support as input to the design of the system architecture and user displays;



The importance of providing an external representation that supports human performance and facilitates human and machine cooperative activity by providing a shared frame of reference.



In reviewing the literature on intelligent aids for a variety of tasks and domains (e.g., space flight control; design; preparation of graphs) we were struck by a common path of design evolution that seemed to emerge.  We observed several instances where systems began as stand-alone solution generators, but over time, evolved into user-directed aids. A concrete example is the SAGE system (Roth (no relation) and Mattis, 1990) that automatically generates integrated information graphics (e.g., charts, tables, network diagrams).  A recent extension has been to embed SAGE in an interactive data exploration system called Sage Tools that assigns the user a more active role in specifying and creating graphic displays (Roth, Kolojejchick, Mattis, and Goldstein, 1994).  Sage tools provides sketch tools that allow users to create designs or partial design specifications; supports browsing and retrieval of previously created data graphics to use as a starting point for designing new displays; and utilizes knowledge-based design techniques to complete partial design specifications.  The progression from SAGE, which is an automated graphics generator, to Sage Tools, which takes a user-directed approach, mirrors the progression from stand-alone automated problem solvers to human-centered ‘cognitive tools’ or ‘cooperative team members’ that has been seen in other decision-aiding contexts, and provides a concrete example of a ‘human-centered’ intelligent system.



IMPLICATIONS FOR ‘HUMAN-CENTERED’ DESIGN APPROACHES



My primary reason for including the ‘synopsis’ provided above is as background to explain some of the base assumptions I come to the workshop with.  These include:



That ‘human centered’ implies putting human actors and the field of practice in which they function at the center of focus; This implies a ‘practice-centered’ approach (as coined by Dave Woods) that depends on a deep analysis of how people work individually, in groups, and in organizations, and of the actual demands of the field of practice.



That introduction of new technology changes the nature of the task, not always in ways that are anticipated, and not always for the better (what Dave Woods has called ‘the envisioned world problem’); This has implications for how analyses of existing work practice are used to inform design, and as Dave Woods has argued, implies a need for post-product release field work to assess the actual impact of new systems on field practice.



That the introduction of intelligent systems has not always served to broaden the set of possible solutions considered, but often has resulted in narrowing it, and exacerbating people’s tendency to ‘fixate’ on a wrong solution.  A challenge I see for ‘human-centered’ system research is to identify how to structure multi-agent teams (that may include multiple persons and intelligent machine agents) to maximize the opportunity for correct problem solving and decision-making;



That unanticipated situations are the norm, not the exception, and that we need to develop (and test) joint person -intelligent system architectures that can adapt to unanticipated situations; I see as a major challenge for ‘human-centered’ system design how to specify, represent, and deliver ‘advice’ to maximize the potential for people to recognize and respond to ‘exceptional’ cases.



That all designers in some sense believe they are taking a ‘human-centered’ approach, but that somehow the exigencies of design environments (organizational pressures, time pressures, economic pressures), and the overconfidence of designers in their own intuitions of ‘what the user needs’ somehow get in the way.  I take seriously the plea made by Mathew Holloway that “we need to take a ‘practice-centered’ approach in defining and promoting our ‘human-centered’ philosophy.”  How can we bridge the gap between human-centered intentions and actual design practice?



By providing better evidence for the value of “human-centered”?

By providing better tools that enable a human-centered approach to be “cheaper and faster”?

By performing ‘generic’ research to provide better design guidance, reducing the need for costly iterative design and test?
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It is predicted that by the end of the century a significant portion of the information we produce and consume will be in digital form.  Access to this information will be carried out on a variety of devices that have different capabilities and display characteristics (e.g, workstations, laptop computers, TV sets, phones, Personal communication devises, etc.).

 

Users need to be able to access the information from a variety of locations and with different devices.  For example, one might want to access the e-mail messages on the road.  If that person, has a laptop computer that can be connected to the storage server where the e-mail resides, then accedes is carried out in the normal mode of operation (similar to the case where the  person is in the office).  if on the other hand, the person has only a plain telephone, then access to the e-mail must be done via audio.  The text must be translated to audio and delivered to the user via the phone.  Similarly, sending a message, implies the translation of voice to text.  If the phone has a small LCD display, the e-mail might consist of a combination of both text and audio.



The challenge is to build a universal access scheme that will allow a user to access information from anywhere in the world with whatever accessing device that is available to the user.  The access scheme must be able to translate from one media to another and to cope with different computing and network capabilities.
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“Shallow” versus “In-Depth” Work Analysis in Human-Centered Design



1.	Brief historical overview.



The concept of ‘human centered systems’ (‘anthropocentric system’, ‘human centered design’) has been extensively utilized by the European Commission in its research programs, during the eighties.  A whole program (FAST, and after it, FAST MONITOR) was totally focused on this topic.  While the intentions of the people leading this program were quite clear - it was an attempt to develop a precompetitive research strategy in Europe driven by the users’ needs, and not pushed by the technology market - the concept very rapidly appeared too vague, lacking implementability.  Under this umbrella, a wide variety of experiments were done.  Some of them tried to increase the performance of technical systems by more efficient work organization, others stressed the importance of communications; there were studies on technology assessments for developing better usability criteria.  Most of these studies were field studies.  But despite all this work the program, in its initial form, was finally cut for two reasons.  The first was clearly due to pressure from the technology market: for big companies, to look for human-centered systems was a fantasy of social scientists, slowing down the distribution process of a product on the market.  The second was due to a methodological concern: despite the collection of information in the field, all this bottom-up research was either collected too late or was inadequate for the designers.  The gap between the early specification of a product, or a system, and the return of data once the product was on the market, was far too large.  Today, even if nobody, or almost nobody (!), is talking about human-centered systems at the European Commission, the spirit of the concept is still alive.



A methodological constraint must now be imposed.  For instance, in the recent Telematics Program, before drawing up the specifications of their telematic application, all the partners of a project have to carry out an extensive analysis of users’ needs.  A European Commission Guideline covering different aspects (static, functional, dynamic analysis of the socio-technical system including the users) has been published (Robert, Pavard & Decortis, 1996).  Some big research projects with major European industries as contractors have been cut, or at least interrupted, because their users’ needs analysis was not convincing.  Even if the experience is quite new, it raises different methodological questions. I would like to discuss two of them.  One involves the problem of cognitive complexity and its early assessment in the design cycle of large technical systems.  The example I will focus on comes from aeronautics industry.  The other deals with the design of cooperative tools; the examples will be taken from the transport sector (trucking companies and port operators).  In the aeronautics case, the methodology implies a complete description of the tasks, an in-depth understanding of the researcher regarding the technical system and the cognitive processes involved in its control.  In the transport case, the methodology emphasizes the exchange of data and the interactions between users; the level of understanding of how the whole system works is far more shallow and the analysis of users’ need relatively easy.  But when do we need an in-depth analysis, sometimes taking into account months or even years of experience, and when will a rapid “shallow” work analysis taking a matter of days suffice? This has never be discussed.  I shall present some material relevant to such a discussion.



2.	How to predict the cognitive complexity of a system, when its design cycle is very long?  The case of aeronautics.



It is a truism to stress that automated systems become more complex and, as such, less predictable and difficult to control by their users.  It is less obvious, despite many definitions, to characterize what is complex about these systems.  And it is really difficult - maybe impossible! - to predict their cognitive complexity, this is to say, the complexity of the cognitive processes involved in their control, in order to design “joint cognitive systems.” However, this is what designers expect from ergonomists, as soon as it is claimed that complexity increases the risk of human error.  In aeronautics, where the design cycle of an aircraft is long and expensive, companies are very sensitive to predictive assessment, especially in the field of man-machine cooperation - e.g., how to assess and reduce the complexity associated with the use of modes?   Airbus Industrie, with the SFACT (France) is presently involved in a large research consortium working on this topic.



Cognitive processes are not directly observable, but it is possible to get around this difficulty in four ways :   



1)	Through a syntactic approach to situations and to tasks.  In this approach, cognitive processing remains implicit, but there is a formalization of structures considered as invariance of the system of man-machine interaction which can be considered as determining the nature and the complexity of the cognitive process put in place.  Hence, the complexity of the object under control, of the environment or of the machines will be characterized in terms of its spatial or temporal structure, of its indeterminism, of interaction structure dialogue. Metrics have, for example, been developed by Tullis (1988) or Comber & Maltby (1996) when evaluating layout complexity of computer screens.  The complexity of tasks (e.g. Folleso & al. 1995) will also be analyzed in terms of indeterminism, of reactivity or of interruptive character and of branching factors (Javaux 1996).  This syntactic approach always goes through the search for a formal language capable of describing the observed variables and their interactions.  It implies an in-depth understanding of the technical process under control, and a hierarchical analysis of the goals and the tasks related to it.  It can be introduced (e.g. metrics of cognitive complexity) very early in the design cycle of system, assuming that one remains aware that this metric is only a rough approximation of complexity.   Actually, it does not take into account the role of the context, and of the characteristics of the interface.  In real situations, both “shape” the syntactic complexity, either to increase, or to simplify it.



2)	Through computational models of cognitive processing.  This refers to the approach followed by well-known models (CCT, GOMS, MIDAS, EPIC etc..).  In this case, cognitive processes are explicit, which supposes at least an in-depth understanding of them in relation to the tasks to allow for a predictive measure of cognitive complexity.  Such an approach has been used by Irving & al (1994) for modeling the cognitive processes involved in the interaction with the Flight Management System (FMS) in highly automated cockpits.  The predictive validity of human performance carried out based on these models is important insofar as they have been chosen according to the characteristics particular to the situation and to the tasks.   This allows the measurement of cognitive complexity on the computational models themselves, instead of on the cognitive processes which remain unobservable.



3)	Through experimentation and measures of performance. This approach is more heuristic than the previous ones.  It postulates the existence of a prototype or final implementation of the man-machine interaction situation to be evaluated. The nature of the scenarios brought into play, and that of the performance indicators, are decisive for the validity of the approach.  This is where the in-depth knowledge is located   The performance indicators allowing inference of the cognitive processes (anticipation, prospective memory, etc..) are rare, and remain a potential field of research.  For the scenarios, the LOFT approach used for training and research by different European aeronautics companies, offers a good database.  The knowledge of the context is stored in this data-base, and is available to researchers.  In fact, the “shaping” role of the context on complexity can be explored in this way.  Even if the researcher has to understand the scenarios and how the prototype works in order to interpret the experimental results, it does not requires a complete and in-depth understanding of them.  He/She can rely on the validity of the scenarios and the indicators to obtain a good assessment of the cognitive complexity, but this come rather late in the design cycle.  It is no longer a predictive methodology.



4)	Through experience feedback.  This approach is already that of the designers and of the companies making use of accidents, incidents and problems (e.g., reporting systems) encountered in natural situations.  Field studies carried out by researchers and focused on critical aspects of the man-machine interaction, and on human errors, give a good insight into how automation can be clumsy - e.g. Sarter and Woods (1992; 1994) studies on the FMS. They require of the researcher a rather good understanding not only of how the technical system works, but of the “shaping” role of the context. The ecological validity of this approach is almost perfect.  The only restriction is that it comes late, sometimes too late in the design of a system to influence its future.



We get the feeling, based on these four methodologies, which take place at different moments of the design cycle of a system, that the level of required understanding of the system, as well as its focus, changes.  However, in order to be controlled, the system must, at any stage, be fully understood by someone and the knowledge stored somewhere - e.g., the database of scenarios for the LOFT methodology, the computational models of information processing, the syntactic description of the situation etc... We are in a kind of “symbolic information processing paradigm.”  Is it because we are in a highly automated process situation, in which we cannot rely on spontaneous adjustments of the technical system to recognize the intentions of human agents?  This is a point to be discussed.



To illustrate my position, I shall present the methodology followed in an on-going aeronautic research project to assess cognitive complexity.  It combines a predictive assessment based on a syntactic approach of cognitive complexity (with the use of a metrics) and a descriptive assessment based on an experimental setting using scenarios. It has been applied to the use of modes.



3.  How to design cooperative tools in order to support logistically cooperative work between different resource management systems.



Cooperative work refers to a process developed in order to exchange information, produce new knowledge and strategies or act to finally achieve a common goal (Rognin 1994). A cooperative system can be conceptualized as a network.  Each agent is a semi-autonomous problem solving node that has to communicate with others.  There is a spatial distribution of information, but each node has insufficient local information to complete and solve its sub problem.  Agents are therefore mutually dependent on one another.  This interdependence is a salient feature of cooperative work. Cooperative work is ensured through communications and data exchanges.  People’s common work experience is a source of operational language, which relies on the use of implicit modes of cooperation.  To work efficiently, cooperation requires people being able to recognize others’ intentions.  They must have knowledge about the whole working situation to identify the objectives, and the potential requirements of their co-operators.  They also need mutual knowledge in order to be identified as appropriate helpers is the event of an incident.  The fact that people have an understanding of each other (which allows anticipation of their actions and intentions) facilitates communication.  Leplat (1994) developed the notion of “common referential” to express the common representation of the field of work, consisting of the data, beliefs, and concepts that people share in cooperative work.  But, in designing cooperative tools is it necessary to deeply explore the common referential elements, to make explicit all the knowledge, and the strategies that are implicitly used by people in the network?  Or can we rely on the properties of self organization, flexibility, adaptability of the network, giving it the possibility of having links, information channels, data etc.?  If we agree with the distributed cognition approach, where cognition is no longer located only in an individual agent’s head, but shared and distributed at the level of the interactions between agents (Halverson 1992; Hutchins 1995; Rogers 1992), then the main goal of the designer will be to increase interaction.



The assumption is that increasing interaction will, under certain conditions, “spontaneously”  enhance the common referential elements, allowing a better attainment of the common goal shared by the network.  In fact, we are confident that each sub-node will select, process, exchange data, negotiate, and interact in a proper way, without too much intervention on the part of the designer.  Under this assumption, cooperative tools must allow the network to respond to failures of individuals and breakdowns, to regulate itself, to adjust to changing circumstances (Hutchins 1990).  We are no longer in a symbolic paradigm, in which the designer has to store an in-depth knowledge of the system in order to design it, but in a distributed-cognition paradigm.  It is the cooperative tool itself which will produce an increase knowledge of the system, distributed in the network.   Designing cooperative tools addresses the following steps: what information is needed, where is it to be collected, how is data to be stored, how is access to be given to this data, taking into account problems of confidentiality or privacy, how is the problem of the data updating to be solved, and how can the system adapt to new conditions.  At least for the first steps, “shallow” work analyses can be used. The task analysis will broadly explore the common goals and the information needs associated with each subnode; the activity analysis will reveal the incidents, the breakdowns, the interactions and negotiations used to adjust and regulate the network.



To illustrate my position, I shall explain the methodology used in the European research project COREM.  This project is concerned with cooperation between transport and port operation. In this case, the combination of a “shallow” task and activity analysis is sufficient to extract the existing flow of information in the network, to reveal lacks and bottlenecks, and to suggest enhancements by means of a new cooperative tool.



4.   Discussion



In-depth versus shallow work analysis?  It depends upon the nature of the problem.  At least, the following characteristics could be discussed:



1.  Predictive methodology vs. descriptive methodology.

2.  “Spontaneous” adaptability of the agents to each other vs. rigidity.

3.  Process information problem vs. process control problem.

4.  Intent recognition between human agents vs. intent recognition between “intelligent” and human agents.



These are the points I would find worthwhile discussing in the group
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“Seven ‘classical’ questions about Human Centered Design”



As designers of information technology we can be said to have relations to three “worlds”:  the objective, the social and the subjective.  The languages of these worlds are very different.  The objective world has to do with rationalistic design.  Quality is a question of prediction and control.  The social world concerns understanding, interpretation and communication.  Quality becomes ultimately a question of ethics.  In the subjective world we deal with emotional experiences and creativity.  Quality is a question of aesthetics.  In Human Centered Design we have to relate to these worlds and their language both in design as product (artifact-in-use) and in design as a process (design process).  Hence, what we  need are ways to address significant aspects of the control, ethics, and aesthetics of software artifacts simultaneously although these languages are most different.



Our ability to judge the quality of information technology as product has historically been focused on the “objective” structural or technical aspects.  Taken alone, no matter how well they are understood, these aspects say very little about “quality-in-use” which must be in focus in human centered design.  To understand the quality-in-use of  a software artifact, we also have to be concerned with the content and contextual aspects, with the practical function of the artifact. To that end we have historically well-elaborated design perspectives with which to judge the “social” aspects of an artifact.  Finally, when it comes to the “subjective” experience of information technology, we are just beginning to shape an aesthetic perspective, the form aspect of a product.  Without such a perspective, our ability to judge the quality of a software products and to exercise human centered design is severely hampered.  This was actually the approach to “design” taken by the architect Vitruvius  when he in de Architectura, about two thousand years ago divided the study of buildings into firmitas, utilitas and venustas (firmness, commodity, and delight).



Shifting from product to process it is interesting to notice that not until the sixteenth century “design” emerged in European languages as a term.  The emergence of the word coincided with the need to describe the process of design and the profession of designing. Especially the term indicated that designing was separated from doing.  In modern times the design process has been studied as an academic field since the early 1960s.  The development of design approaches can be described in three generations corresponding to each of our three design worlds.  The “first generation” design approach focused on engineering.  It addressed our “objective world” and the answer had to do with control - with the correct representation and manipulation of objects, facts and data.  The second one focused on participation.  It addressed our “social world” and the answer had to do with ethics - with democracy and appropriate social interaction.  The third one focused on design ability.  It addressed our “subjective world” and may be described as having to do with aesthetics - with the expressive and creative competence of designers.  Participatory Design has often been seen as equivalent with Human Centered Design.  In retrospective, however, the design approaches seem complementary rather than mutually exclusive acknowledging the need for both technical skill and aesthetic competence in design for quality-in-use and really Human Centered Systems.



In Human Centered Design this leaves us with six related questions about the products (artifacts-in-use) and the process (design process) to which we will have to come up with appropriate responses and actions, and a seventh holistic question that has to do with our ability to relate these questions to each other in a proper way in the practice of human centered design.



Structure:

(objective/product/control)

How do we make sure that the artifact is made of the right  material?



Function:

(social/product/ethics)

How do we make sure that the artifact is useful in its context?



Form:

(subjective/product/aesthetics)

How do we make sure that the artifact supports appropriate experiences?



Engineering:

(objective/ process/control)

How do we control of the technical development of the artifact?



Participation:

(social/ process/ethics)

How do we support appropriate interaction in the design process?



Design ability

(subjective/ process/aesthetics)

How do we support creativity in the design process?



Human Centered Design:

How do we find a proper balance among our responses to the questions above

in our design practice?
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Pelle Ehn has just moved to a position as Director of Research and Development with the task to establish a new research center and school of Art and Communication at a new university in Malmoe on the border between Sweden and Denmark.  It is planned to be a new Bauhaus-like design school focusing on information technology and interaction rather than on wood, steel and plastic.  Before he was a  professor and chair at the department of Informatics at Lund University in Sweden, and co-director at Lund University Research Centre for Human, Technology and Change at Work (Change@Work).

In the first half of the 1980s he was project leader for the UTOPIA project, a project for development of new computer-based technology for skilled work in the printing industry. To reach this goal the project developed new strategies and methods for systems development and participatory design.



In the late 1980s he documented theory and practice of this Scandinavian approach to systems design in “Work-Oriented Design of Computer Artifacts,” and in “Computers and Democracy - A Scandinavian Challenge” where the Scandinavian approach also was put in contact with approaches like the socio-technical tradition and the more management oriented traditions from the US.



In 1994 he finished a design project on “local planning systems” where shop floor workers in a railway repair shop themselves have developed their own IT support, changed their work organization and developed new products and services. The result is remarkable: it has been a most rewarding work for the workers, and the increase in productivity is far beyond expectations.



A  current project deals with the profession of IT design and the ability to design for quality-in-use. Ideas from architecture and industrial design are brought in to broaden the ethical and aesthetic competence of IT designers.  As part of this quality approach the project is developing and organizing the Qualitheque -an international, virtual design studio and exhibition on IT-in-use on the Internet (qualitheque.ics.lu.se).



Another current project is “The Envisionment Workshop.”  It is a design laboratory where organizations can come, and in a participatory way, build up visions of future work and technology.  In “The Envisionment Workshop” IT designers, architects, ergronomists, and psychologists support the users in making realistic visions of future workplaces.  The tools and techniques used in “The Envisionment Workshop” include full-scale modeling of working areas, mock-ups of tools, prototypes of human-computer interaction, interactive 3D animation of production layouts and work environment, and virtual reality simulations of working in  the future workplace.  Theoretically the project inquires into design in the borderland between material and virtual reality.
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“Saying the ‘Right’ Thing at the ‘Right’ Time in the ‘Right’ Way”



Our global research effort has been centered for many years on creating human-centered and convivial computational environments empowering humans to think, work, learn and collaborate in new ways. These environments (1) acknowledge the asymmetry between humans and computers; (2) explore different and new ways to split tasks, responsibility, initiative, and competence between humans and computers; (3) emphasize knowledge representations for human consumption and understanding rather than for machine efficiency.



Systems based on a “tool” metaphor do not scale up to the information-rich, high- functionality systems of the future.  In our research we explore the embedding of intelligent agents into domain-oriented design environments with the goals of reducing the cognitive load on designers through active behavior and improving the quality of the designed artifact. Agents could, for instance, help designers avoid overlooking important possibilities and settling on suboptimal plateaus.  Incorporating intelligent agents into design raises numerous issues, such as:



Conceptual issues including shared context, control of initiative, mixed-initiative dialogs and intervention, and focus of attention.

Technical problems including user manipulation of agents through an agent editor, activation of agents in a shared context, presentation of agents, and creation of a shared context through specification, construction, task representations, and interaction histories.

Social issues including the exploration of new role distributions between humans and computational agents, and the accountability of agents.



Our system building efforts were centered around design activities in numerous different domains. Large amounts of information are a natural consequence of design. Catalogs of previous designs, lists of design components, texts of design rationale, specifications, and codified constraints are examples of some of the types of information that accumulates. Although design information is accumulated with the intent of helping future designers either to modify a previous design or to start a new project, the right information often fails to reach the designer at the right time.  As a consequence, active information stores are needed to place relevant information in the forefront, serving to remind, warn, and otherwise advise a designer working on a specific task. We use human-centered, intelligent agents as the means of making design information stores active.



As early as the envisioning of the Memex systemin 1945, Vannevar Bush predicted that the great rate of expansion of scientific literature would make it increasingly difficult to find the relevant information.  Large, passive information repositories do not provide sufficient support for designers. Designers must be alerted to information relevant to their task at hand, especially in cases where they are not even aware of the existence of such information. Designers have a limited awareness and understanding of all the work of conceivable relevance to their design task. The large and growing discrepancy between the amount of potentially relevant knowledge and the amount any one designer can know and remember puts a limit on progress in design and other knowledge-intensive tasks.



Browsing and query-oriented schemes have long served as the principal techniques for helping people retrieve information in many applications, including systems for providing on-line help  and design rationale, and exploring the world-wide web. However, these conventional retrieval techniques do not scale up to large information stores. More innovative schemes such as query by reformulation, information filtering and latent semantic indexing have introduced new possibilities. Unfortunately, the problem remains that users simply will not actively search for information when they are unaware that they need the information or that relevant information even exists.  Thus, to assist users in making full use of large information repositories, information access methods need to be complemented by information delivery methods.



Over the last few years, we have developed a number of computational environments illustrating these ideas, such as:



Active help systems exploring the limitations of tool-based systems.  These systems analyzed the user’s actions and proposed alternative ways of doing a task by suggesting functionality possibly unknown to the user.

Critics analyzing work products created by designers and suggesting some of their shortcomings.

Domain-oriented design environments bringing tasks to the forefront and supporting  human problem-domain interaction.

Learning on demand and integration of working and learning allowing users to acquire new information in the context of authentic activities.
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“The Challenge of Sensor Fusion Synergy in Human-Centered Interface Design”



System interfaces, even more so than other new software, should not be “designed” but evolved and “grown” through the process of experimental evaluation, test and validation.  In particular, interface development, if it is to be truly human-centered, must be centered about a particular user who is recognized by the machine when the interface is activated.  This implies that a machine must have the capabilities to reliably sense and discriminate a particular user and then adapt to his/her input, behavior and peculiar wishes.  Furthermore, we assume the desirability of increasing the machine sensory capabilities by modalities such as speech, vision, haptic sensors, etc.  Under such circumstances we claim that a research and development challenge is to develop interfaces that operate robustly in the face of user, machine, distance and environmental variations.  Local-area and wide-area networks of sufficient bandwidth exist such  that those interfaces may reside at the local host or even remotely, and most recently, implemented in platform-independent software hosted at arbitrary nodes.  The importance of multimodal interfaces is enhanced in today’s technology given that we want realistic interactivity and that realism in virtual environments requires modalities usually different from classical mice point/click and keyboarding.  Querying a system should take place in the modalities which are most natural to the query and to its best match.



The thesis of this position paper is that robustness and learning for adaptability of the machine to its user, is enhanced tremendously by fusing synergistically the sensory inputs of the machine, not at one arbitrary level but at optimal levels or, perhaps, gradually at several sublevels, and that these are therefore research areas of significant importance to the premises and goals expressed above.  We assert that the success in using the correlation and complementarity of the machine-perceived multimodal phenomena in noisy or distractive environments depends greatly in the time (during the process of combining them) and place where the inputs sensed by the machine are integrated.  Furthermore, the level of synchronization and granularity required for the multimodal signals needs careful attention.  If this is correct, these are important research directions since it is not clear how optimization may be accomplished.



A particular case in point which provides fascinating results, both at the human and at the machine perception levels, is lipreading (or speechreading as is now sometimes called) aiding speech recognition, which involves the synchronized synergistic inputs from visual lip-articulatory movements and acoustic data, supplementing each other. (There is a fascinating complementarity during speech production in the distinguishability of the phones and visemes from each of these sources which makes them very attractive in assuring robustness.) At the present time there have been a variety of inconclusive beginning experiments and theories which have attempted to model whether there is an early or late fusion at a single point of the inputs.  By early fusion we mean that the feature space of channels of different modality are integrated before categorical identification takes place in a decoder.  By late fusion we mean that separate categorical identification is made in individual modality decoders and then those decisions (possibly using probabilistic weights) are integrated in the final outcome.  Clearly, an intermediate approach would be to group features in some way yet to be determined and make partial decisions (let's call it “distributed decoding”) in a decision network seeking the most likely outcome that also takes into account the previous decisions made.  An important experimental result that we have determined is that dynamic features play a most significant role in this bimodal recognition process.



Experiments in machine recognition processes provide an indispensable scientific basis for the design of more robust human-centered interfaces if they are to become commercially viable.  More details may be found in “Challenges in the Fusion of Video and Audio for Robust Speech Recognition” to be presented at the 1997 AAAI Spring Symposium Series on March 24-26.





BIOGRAPHY

Oscar Garcia is National Cash Register Distinguished Professor of Computer Science and Engineering and Chair of that department at Wright State University in Dayton, OH.  He has thirty years of research and teaching experience in higher education, including service in industry and at NSF.  Areas of interest include artificial intelligence, human-computer interaction, and robust speech recognition using lipreading technologies.  He has published more than thirty articles, including recent related ones on “The Challenge of Spoken Language Systems: Research Challenges for the Nineties” in IEEE TSAP, “Continuous Automatic Speech Recognition by Lip-reading” at the 1994 Asilomar Conference, “Rationale for Phoneme-Viseme Mapping and Feature Selection in Visual Speech Recognition” in the NATO ASI series and a book on “Knowledge-based Systems.”  He has been PI for awards on AI and Symbolic and Logic Processing by NSF, on SE and AI by AT&T, and for an Interactive Color Graphics Learning Center by NSF.  Most recently he has received awards from NSF and the Ohio Board of Regents for information technology and virtual reality research infrastructures.  A Fellow of the IEEE and of the AAAS, he is a member of ACM, Phi Kappa Phi, TBP, and HKN.  He received the Emberson  and Merwin Awards and a Centennial Medal from the IEEE. 



�Jonathan Grudin

University of California, Irvine



“The Meaning of Human-Centered Design of Intelligent Systems”



My position is that when we add the word “intelligent” to our description of systems, the scope of “human-centered design” shifts.



Most ordinary systems are presumed to be tools under the direct control of humans. The human-centered design of such tools focuses on insuring that they are usable and appropriate for the intended tasks. The control of intelligent systems, on the other hand, is shared between human users and the system intelligence itself.



One might quibble with this characterization by arguing that system intelligence is a gradient, or that system intelligence might be channeled entirely into serving the human. Nevertheless, I think that the use of the word “intelligence” does imply this shift, and it has consequences for the role of human-centered design.



In the context of intelligent systems, human-centered design still covers the examination of people and the tasks in which they want to employ systems. But it also includes an examination of the shared control.  To what uses will intelligence be put, and how will communication be conducted among intelligent entities, human and system?  It seems to me that in this second arena, design questions are rarely approached in a particularly human-centered way.



With limited resources, should system intelligence be directed toward replicating or towards complementing human strengths?  I think we have seen more of the former than a more human-aware, human-centered approach motivates.



The goal of replicating human intelligence has led to the expenditure of massive resources in efforts to duplicate capabilities that come naturally to humans at an early age. These include but are not limited to object recognition, speech recognition, and natural language understanding. Much of this research and development does not resort to deep knowledge of human psychology. Despite being mastered by the age of three, these capabilities are tremendously complex, relying on an infrastructure honed over millions of years. A heavy price is paid for the false conviction that what human beings can do without much effort is tractable by machines.



A second major error arises from not looking at the distinction between understanding and action in intelligent systems. Human-centered studies can also help here. For example, the notion that NLU would be very useful, if it were achieved, is almost surely based on the failure to examine the requests people will make of such systems and what will be needed to carry out such requests.



A human-human example illustrates the understanding/action distinction. If I ask you to move our moon so it revolves around Mars, you may understand what I want, but you can’t do it. Based on my observations, if NLU were to be solved in the near future, say by the year 2020, the most common response to our requests would be a non-malevolent version of Hal’s “I’m sorry, Dave, I’m afraid I can’t do that.” An intelligent system might say, “A reasonable request, but Microsoft hasn’t given us access to source code.  No can do.” Such responses would greet the preponderance of our simplest, most obvious queries.



How can human-centered intelligent system design help us?  My position is that it can help by identifying what humans do well and by structuring system intelligence around it in a complementary fashion. As an example, consider two genres of intelligent agents: customized newspapers and intelligent entertainment guides.  In the former, the machine assembles a personal newspaper using pre-specified or observed preferences. The machine would replace a human editor, a skilled person exercising subtle judgment.  This is not a promising endeavor. On the other hand, guides to movie or music selection that are based on correlation’s among the preferences of large numbers of people allow humans to make quality judgments that come naturally to us while the system does collation and calculation that people cannot.
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“User Centered Design: Economics vs. Idealism”



User Centered Design has long been understood to be a good thing.  However, when used in industry and faced with constraints such as time to market, schedules, return on investment, and limited resources, it often gives way to economic pressures regardless of the promise for better products. The world of consumer product development is not based on research methodologies and design ideals but rather on quarterly expenditure and annual revenues. Unfortunately in today's market place a product’s success is based on its perceived usefulness and desirability both to the developer as well as the consumer. Issues such as usability, integration with organizational constraints or utilization of the latest technologies are important only in as much as they contribute to a company's ability to successfully position their products in the market. 



Programmers, marketers, and even many human interface designers, don’t learn user centered design while they are in school. As a result when they join the work force their functional models of the ideal product development process are very different from each other.  Their perspectives on what makes a solution successful are seldom in agreement. In addition, human interface designers are faced with the problem of corporate citizenry.  On a daily basis these designers have to work alongside the rest of the product’s development team, in order to be effective they have to be seen as team players. Arguing for studies which jeopardize delivery schedules and risk quarterly profits-not to mention their co-workers bonus dollars, can portray these designers as being poor corporate citizens. To be effective, designers have to know the difference between what would be nice to have and what is critical to have in the systems they design. As they are currently positioned, user centered design and other exemplar design processes rarely allow for such differentiation’s.



To understand why idealized processes such as user centered design fail to impact the development of real products all we have to do is imagine the pressures faced by a young designer.  She sits across the table from an accusatory group of programmers and marketing executives while the divisional vice president is demanding that she justify why she has put the human interface for the company’s next killer app on the critical path and is delaying the product’s release schedule to conduct a series of user centered studies?!  The other members of the development team stare at her silently as she begins her explanation. Her arguments seem based on the premise that its the right thing to do and people will find the product to be more meaningful. In the end success comes down to the young designer being able to persuade the vice president into letting her conduct her studies. Schedules, resource allocations, expenditures and revenue projections are the things the VP understands, there simply isn’t a line on his mental spreadsheet for user centered design. How can it make me better product he thinks? A product that will let me gain market share? A product with a high return on my investment? A product that will hit our competition like a solid right cross? Can the young designer promise all those things with her user centered design?  Can she guarantee the vice president a successful product if he lets do her research?



In his position paper for the break out group on user centered design David Woods brings up the envisioned world problem, that is, every time we build a new system we are actually redesigning an existing one.  When we create some new way for doing a given task by introducing some new technology, we alter to some degree what users have grown to know and love about their world. Well, all right, love might to be too strong of a word; we take something familiar away and replace it with something novel. Since with user centered design we are in fact trying to change the system which design practitioners and their organizations have grown to know and expect, I would argue that in this workshop we need to take a moment and reflect on what we are trying to do by promoting it as the ideal design process. We are asking these organizations to replace the practices which are unfortunately industry standards with new and fundamentally theoretical approaches. While at the same time failing to address some of their basic needs and concerns.



In reviewing the literature on user centered design it seems that many would like to think, at least in respect to their intentions, that they did it not only because the resulting product is better, but because they wanted to help users. However, in preparing this position paper, I feel I have to again point out that from the perspective of an industry practitioner:  this is business. To impact the design process within the consumer market approaches such as user centered design and the people who would practice them have to demonstrate how they can positively affect the bottom line. If in the process they can create a better product all the better. I would say that if we approached this workshop from the perspective of the practitioner and not the theoretician, we would be doing ourselves and our profession a greater service. Take a moment and look at the collection of software you use on a daily basis, chances are the people who designed it are people you have never heard of. They have never given a paper at a conference, never written a chapter in a book on human interface design, never taught a class on human cognition or systems design. Yet these are the people who made the products you use, the ones you rely on. And these same people arguably have the greatest influence over the way you work, on the way you access information, even in determining the way you communicate with each other. Shouldn't we focus the efforts of this workshop on them and their needs rather than use it a means of promoting our own interests and agendas?  



My position for this workshop comes down to this: before we tell everyone else how to apply user centered design we should put our ideas to the test and see how effective we are at creating a user centered design process that takes into account the needs of the people and organizations who will be using it. Otherwise we run the risk of propagating a user centered design method that is itself not user centered.
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I’ll start by providing my definition of human-centered systems.  I see three central characteristics:



1.	The system solves a real human need.  It does something that people want and need to do.  I would particularly characterize games as being human-centered in this aspect; we haven’t done nearly as well with more business oriented systems (Name three computer applications that clearly assist in a task more effectively than the task was done Before Computers.  You probably were able to come up with the examples if you thought long enough, but how many candidates did you reject before you found the positive examples?) One reason that we do so poorly here is that often technology drives the design of the system, rather than the underlying need.  Technologists are good at describing their technologies in terms of potential human needs, but it’s rare that there is any verification of whether these needs are real or not.



2.	The system is well integrated into real practice.  Many systems are adequate, if we assume that the user of the system works alone and does only that task all day.  However, once the person has to interact with colleagues doing other aspects of the task, has to incorporate the results of this work into a larger task, or even just deal with the interruptions of daily life, systems start to become more autocratic.  The human spends too much time adapting to the system, rather than the system fitting into the realities of the context in which it exists.



3.	The user is able to focus on the task, rather than on the user interface.  Current systems do extremely poorly on this measure today.  Perhaps games, again, come the closest, but in that case the interface IS the task.  Every time a user poses a question in terms of the user interface rather than in terms of the task being done (e.g., “do I click on the B or the I button?” vs. “do I want this text in bold or italics?”) we have interposed a user interface problem that can only interfere with getting the task done.



I’ll add to this a fourth characteristic that may be somewhat controversial, but I have come to see as an important aspect of human-centered systems.



4.	The system should be fun to use.  It’s easy to see fun as an extra, an add-on (or even something frivolous, to avoid).  By fun I don’t mean “joke of the day” features or MTV-like presentations, although in the right context either of these could be a good idea.  Rather I mean that using the system leaves the user in a better state of mind than before.  I don’t know if fun is something we have to explicitly design into our systems, or if it is an emergent property of being sufficiently human-centered, but I have come to see it as an essential property of successful systems, and it certainly seems to me to be human-centered.



Given these criteria for a human centered system, how can we develop a design process that enables us to create systems that come closer to this ideal?  Here are some of the problems I encounter daily when working with engineering teams who have the best of intentions to create human-centered applications.  These are the kinds of problems that the research community needs to solve, but with research that speaks to practitioners who want to incorporate the findings in other design and implementation processes.



What do we need to understand about design to enable engineers to create real human-centered systems.  Here is a partial list of issues:



How do we make design need-driven?  Today it is anything but.  The decision to create a product or add a feature may be based on: an interesting technology, a shallow marketing analysis (usually based on a need to “catch up” to the competition), or one person’s idea. It will always take longer to determine what potential users really need — What fits into or improves upon current practice — than the existing variations on “throw darts at a wall of possibilities.”  We need to demonstrate that need-driven design produces better systems, and hence more market share for the company that does it.  (In fact, we need to find out whether this is so, rather than assuming it to be true.) And we need to develop methodologies that make it possible for any design team to do the appropriate analysis.



An analysis of users’ tasks and the larger practice context into which they fit is a critical part of making the resulting product human-centered.  Again, we don’t have well understood methodologies for doing this, we don't have any data that demonstrates that the results will justify the resources required, and there isn't time in the schedule.



While we need to know a lot more about what contributes to good human-centered design, HCI research to date has given us a start at the needed knowledge base, but the research results are invariably too far from the situation at hand to enable us to confidently make design decisions based on them.  Some of this is that the research does not easily translate into design guidance; some is that busy practitioners need information in a form that more obviously addresses their needs — in the vast sea of possible guidance, its hard to find or even recognize which nuggets are useful to the current situation.  This is another variation of the information finding problems BOG 2 is looking at; we need to apply the same solutions to our own field.



If anything is well understood in the HCI community, it’s that no matter how good your design, user testing will show places that need improvement.  The best predictor of the usability of a system is the number of design iterations it has been through (Landauer, 1995). How do we establish a design and implementation methodology that allows for sufficient iteration?  This exposes a serious culture clash between engineers and designers.  The engineer’s goal is to write code once, correctly; every time changes are made to an existing implementation, the chances for error increase.  Moreover, engineers take pride in getting it “right.”  The designer, on the other hand, doesn't want to commit to a design until she or he can experience it, and can expose potential users to it.  There is no such thing as the “right” design; each iteration gets closer to an unattainable ideal.  We need ways to mediate between the two cultures, plus tools and methodologies that either enable us to create and test design iterations before code commitment occurs, or that enable significant design changes to occur late in the development cycle.



Everything needs to be done faster, faster.  The notion of “Internet time” means that we now short circuit practices that are already part of most corporate cultures; how do we add new practices that are potentially time consuming?  A year ago, I would have said that introducing human centered design practices into software companies was a grand challenge, but if we had the will, it could be done.  With today’s time pressures, it will take very strong evidence of improved results from new design methodologies to convince companies to slow down enough to give them a try.



What would the ideal human-centered design methodology look like?  I can only answer that at an abstract level, but it would have the following characteristics:



The entire engineering team (including implementers, testers, writers, designers, etc.) starts by assimilating the users’ perspective.



Functionality decisions are driven by the users’ needs, not by what is easy to implement, or what’s ‘cool’ from a technology standpoint.



Iteration is built into the process; from the beginning teams commit to a minimum number of iterations and to release criteria based on the usability and usefulness of the system, in addition to their normal quality criteria.



Fewer iterations are needed, because there is a body of easily accessible knowledge that designers can draw upon to make the myriad of low level decisions that come up in the course of design.



User testing is an integral part of the methodology.  Everyone on the team incorporates the findings of user testing into their work; design, implementation, testing, and documentation all find user testing an essential source of critical information.



The lack of usability of our computer systems is approaching a crisis (I have not heard the details of why the new multi-billion dollar IRS computer system is being labeled a failure, but I am confident that at least part of the problem will be that it wasn't designed to serve real users doing real tasks).  We need to be able to create systems that are useful to and usable by their intended users.  The development of this new methodology can’t wait for trial and error discovery by development organizations; we need a focused program of research telling us what solutions are available and how to get there fast.
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“Getting to Know You:  A Requirement of Intelligent Systems”



In the musical, The King and I, the British heroine (Anna, as I recall) encounters  the king of another country. Since she is employed to be the tutor of his children, she must deal with him on a regular basis.  However, she finds the king to be both arrogant and uncommunicative (of course, she shows some of these same qualities, which adds to the interest of the play, but which I will ignore here). The king’s arrogance is revealed in his insistence that everything be done in his way.  The relationship between these antagonists is initially prickly and unpleasant.  A poignant moment comes as Anna softens and sings, “Getting to know you, getting to know all about you.”  We recognize that this developing understanding is the beginning of a positive relationship between Anna and the king.



And so it has been with the relationship between humans and their computers.  There is no limit to the arrogance of our computer programs.  Like the king, our computers insist that our interactions be defined by their rules; a positive relationship can only begin when the human bows to that insistence and learns the rules that bring the king’s cooperation.  People who are unwilling to humble themselves to this position, or who find the rules too difficult to learn or too burdensome to live by, are excluded from the human/computer relationship.



Software designers have been attempting to deal with this problem by trying to make the king more communicative, and, in some cases, by trying to make the king’s rules less onerous to learn. In some cases (all too few), people with backgrounds in psychology have been brought into this process in an attempt to inform the software development with current scientific knowledge on human communication and learning.  Too often the development has been carried out only by people in the king’s own court; people who think the way the king thinks (because, after all, he is their brainchild) and who are guided by his view of how users should relate to him.  Having point-and-click access to contextually-appropriate help messages, and automatically-appearing suggestions selected by the tip wizard, are attempts to make it easier for the user to learn the king’s requirements.  Certainly, this is a great improvement over having to thumb through poorly-indexed manuals to find the rules of the court!



However, the relationship between Anna and the king truly begins to develop as the king comes to understand and respect Anna.  He becomes less unyielding, comes to understand what she is trying to do, and accepts (to some extent) her ways of doing things.  We understand that a positive relationship develops as both participants are willing and able to respect the other and to do their parts.



And so it will be with the relationship between humankind and their computers.  The responsibility for the relationship must be shared by both sides, with a mutual respect and willingness to yield to the needs of the other. This requires intelligence on the part of the computer: an ability to learn the characteristics of its human partner, and to adapt its own behavior in response to those characteristics in ways that improve the relationship.  It must respond to the frustrated human user who cries, “I am tired of learning my computer; it is time for my computer to learn me!”  This type of adaptability on the part of the machine presents a great challenge for software design in the future, and must be a key concern in the development of intelligent human-computer relationships.



One requirement for this type of adaptability is that the machine-member of the relationship have access to information about the human-member; information about the person’s characteristics, ways of thinking, preferences, and, above all, emotional reactions.  



The development of human relations is based to a large extent on perceiving one another’s emotional reactions and responding appropriately.  An empathetic companion learns what a person likes and dislikes (that is, what they respond to positively and negatively) and modifies behavior within interactions in a way that takes this information into account.  Thus, the ability to detect positive and negative reactions in the other member of the relationship is fundamental to learning to interact with them in a pleasing manner.



Human interactions require continual assessment of whether the other individual is understanding what you intend to communicate.  A helpful computer must recognize when its human-companion is confused, is unsure of what to do next, or is misinterpreting the current communication or situation.  Only then can it respond in a more helpful way.



Communication requires the ability to follow, and often anticipate, the train of thought of the other person.  Both language comprehension and the interpretation of body actions require this type of  knowledge to help reduce the ambiguity in the signal: what is meant by the word ‘watch,’, which car is ‘that car,’ and was the person’s facial expression a smile or a grimace?



Thus, one need of an intelligent system that can carry out its part of a working relationship with a human is to have multiple sources of information about the person’s characteristics and current state, both emotional and cognitive.  This information can come through analysis of speech and voice characteristics, as well as facial expression, for indicators of emotional state, and speech, nature and timing of responses, gestures and gaze direction for indicators of current cognitive state.  The more information the computer can sense and accumulate about the enduring characteristics and momentary state of its human partner, the greater the potential for adapting to that person in a comfortable and helpful way.  Of course, the realization of this potential depends on the wisdom and creativity of software development teams that must include specialists in human communication, mental processes and behavior.



Finally, as with Anna and the king, the development of a positive relationship requires that each partner have, or be able to develop, alternative courses of action, appropriate to the context, that can be employed when the current course of action is found to produce a negative response or a failure to understand.  This capability to adapt in the relationship is a requirement of  intelligent computer systems of the future.



My emphasis has been on the need for computers of the future to sense and adapt to the momentary and enduring characteristics of their human partners.  However, within the human-computer relationship there must be adaptability on both sides.  It is unreasonable to expect to develop a computer system that requires no learning or change on the part of the human. While it is inappropriate for the computer to continue to act like the king, it is unrealistic for us to think that the time will come that the human will be able to do so.  Our task is to find ways to provide computers with the type of person-information and intelligence that allows a more reciprocal and comfortable relationship between the partners.  This requires a joint effort of  research on characteristics of human communication, cognition and relationships on the one hand, and of the development of software that provides the required information and embodies principles critical to the development of successful, comfortable and helpful relations with humans on the other.
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“Rethinking Intelligent Interfaces”



It’s all Robbie’s fault.  Or, if not his, then certainly Hal’s.



We grew up with them — Robbie the Robot from the movie “Forbidden Planet”, and Hal from “2001: A Space Odyssey.”  The images they conveyed of an intelligent computer and the ways that people would interact with it – by talking to it as you would an old friend, who knew you so well it could finish your sentences for you – were so compelling and so attractive that we imprinted on them.  They became, at one level or another, the models for the whole intelligent interfaces community that emerged out of artificial intelligence in the 1980’s, if not for much of the earlier work on AI itself.  Ever since then, it's been hard to imagine any other way in which intelligence might be embedded in a computer, or any other way through which people might interact with it.



But it’s time to try.



Building something approximating real intelligence into a computer has proven to be a painfully hard task, and the powers of Robbie and Hal have remained elusive and beyond our grasp.  We need to keep that dream alive, because it’s what ultimately motivates research in this important area, but we also have to channel more of our work in directions that insure that we’re applying these technologies in successful ways, but that will still finally lead us to that long-term dream.  We need to step back a bit, and think carefully about what people and computers are each good at, understand how they can complement each other, and work towards a design that supports the synthesis of the two.



As we do this, we are likely to find that our real technology needs can be satisfied by tools and techniques that have been around for some time.  We may well not need to the most sophisticated technology the AI community has to offer; rather, we should focus our efforts on the broader notions of interactive system design and, in the context of this workshop, think about how these and other technologies can be used to enhance and augment the user experience.  We then need to consider such issues as:



Taking the right stance towards intelligent technologies.  As others have said, many past attempts at “intelligent interfaces” have seemed bent on doing things that people are already quite good at; we’re likely to obtain better results by following the usual design practice of finding the right complementary relationship between people and technology.  This allows us as designers to take advantage of the technologies that are available and suitable for use today, and also identify those areas that are in need of further research.



Understanding how to share the initiative of control between user and system, and insure an appropriate collaboration between the two.  This is not an new concern of the AI community — it’s been at the heart of work on speech and dialogue for years — but it needs to be expanded out into the broader world of interaction design.  In particular, we need to find a way to unite the visual representations of graphical interfaces with the symbolic representations of AI systems, and use this rich body of information about users, tasks, and domains to create and manage collaborative, shared initiative systems.



Impassionately analyzing the AI technology portfolio and understanding what is and isn’t ready for practical use in system design.  Much of this issue is a matter of understanding how technologies have to scale upwards to the demands of the real world, and determining which ones can and can’t make this leap.  This doesn’t mean that technologies that are not now scaleable shouldn’t be the subject of further research, but practical questions of system design require stable tools and techniques that can be used with confidence.



Understanding the ecology of the technology industry, and making sure that your design maps well into it.  The technology world is not monolithic; it’s made up of (at least) platform companies (e.g., Apple, Microsoft), developers of applications that run on top of those platforms, intermediaries (especially in large organizations) who take those platforms and applications and tailor them to the specific needs of a group of users, and, of course, end users.  Designing a technology space means understanding what demands you're making of all those groups, and making sure that they will be able to (and will want to!) do what you’re implicitly or explicitly asking them to do.



There are great opportunities in properly addressing these issues, and great rewards as well. However, there needs to be a significant change in how we design and implement intelligent systems,  because, frankly, we’ve been remarkably unsuccessful at doing so up until now. Hopefully, the issues under discussion at this workshop can help get this community and its efforts back on track.
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This is excerpted from a longer paper, entitled “The Design of Interaction”, which will appear in the ACM97 book, “Beyond Calculation: 50 Years of Computing,” edited by Bob Metcalfe and Peter Denning (see <http://www.acm.org/acm97/book/book.html>).



When digital computers first appeared a half-century ago, they were straightforwardly viewed as “machinery for computing.”  A computer could make short work of a task such as calculating ballistics trajectories or breaking codes, which previously required huge quantities of computation done by teams of human “computers.”  Even a quarter-century later, when the Internet was created, the network was seen primarily as a tool for facilitating remote computation.



With the recent – and quite sudden – emergence of mass-appeal Internet-centered applications, it has become glaringly obvious that the computer is not a machine whose main purpose is to get a computing task done. The computer, with its attendant peripherals and networks, is a machine that provides new ways for people to communicate with other people. The excitement that infuses computing today comes from the exploration of new capacities to manipulate and communicate all kinds of information in all kinds of media, reaching new audiences in ways that would have been unthinkable before the computer.



In some sense this should be no surprise, given what we can observe about human nature. People are primarily interested in other people, and are highly motivated to interact with them in whatever media are available.  New technologies, from the telegraph to the World Wide Web have expanded our abilities to communicate widely, flexibly, and efficiently.  This communication urge will continue to drive the expanding technology, with the advent of widespread 2-way video, wireless connectivity, and high bandwidth audio, video, 3-D imaging, and more yet to be imagined.



There will always be a need for machinery and a need for software that runs on the machinery, but as the industry matures, these dimensions will take on the character of commodities, while the industry-creating innovations will be in what the hardware and software allow us to communicate.



The traditional idea of “interface” implies that we are focusing on two entities, the person and the machine, and on the space that lies between them. But beyond the interface, we operate in an “interspace” that is inhabited by multiple people, workstations, servers, and other devices in a complex web of interactions.  In designing new systems and applications, we are not simply providing better tools for working with objects in a previously existing world. We are creating new worlds.  Computer systems and software are becoming a medium for the creation of virtualities: the worlds in which users of the software perceive, act, and respond to experiences.



In the next fifty years, the increasing importance of designing spaces for human communication and interaction will lead to expansion in those aspects of computing that are focused on people, rather than machinery.  The methods, skills, and techniques in these human aspects are generally foreign to those of heartland computer science, and it is likely that they will detach (at least partially) from their historical roots to create a new field of interaction ... the computing industry will continue to broaden its boundaries – from machinery, to software, to communication, to content.  The companies that drive innovation will not be those that focus narrowly on technical innovation, but those that deal with the larger context in which the technologies are deployed.



As the focus of commercial and practical interest continues to shift, so will the character of the people who will be engaged in the work.  Many of the most exciting new research and development activities in computing will not be in traditional areas of hardware and software, but will be aimed at enhancing our ability to understand, analyze, and create interaction spaces.  The work will be rooted in disciplines that focus on people and communication, such as psychology, communications, graphic design, and linguistics, as well as in the disciplines that support computing and communications technologies.



Human-computer interaction is by necessity a field with interdisciplinary concerns, since its essence is interaction that includes people and machines; virtual worlds and computer networks; a diverse array of objects and behaviors.  In the midst of this interdisciplinary collision, we can see the beginnings of a new profession, which might be called “interaction design.”  While drawing from many of the older disciplines, it has a distinct set of concerns and methods.



Although there is no clear boundary between design and engineering,  there is a critical difference in perspective (see Terry Winograd, “Bringing Design to Software,” 1996 <http://www-pcd.stanford.edu/winograd/book.html>).  All engineering and design activities call for the management of tradeoffs.  In classical engineering disciplines, the tradeoffs can often be quantified: material strength, construction costs, rate of wear, and the like. In design disciplines, the tradeoffs are more difficult to identify and to measure because they rest on human needs, desires, and values. The designer stands with one foot in the technology and one foot in the domain of human concerns, and these two worlds are not easily commensurable.



As well as being distinct from engineering, interaction design is not covered by the existing design fields either.  If the computer user just looked at software, rather than operating it, traditional visual design would be at the center.  If the spaces were actually physical, rather than virtual, then traditional product and architectural design would suffice.  But computers have created a new medium – one that is both active and virtual.  Designers in this new medium need to develop principles and practices that are unique to the computer's scope and fluidity of interactivity.



Architecture as we know it can be said to have started when the building technologies, such as stone cutting, made possible a new kind of building. Graphic design emerged as a distinct area of art when the printing press opened up the mass production of visual materials. Product design grew out of the development in the 20th century of physical materials such as plastics, which allowed designers to effectively create a vastly increased variety of forms for consumer objects.  In a similar way, the computer has created a new domain of possibilities for creating spaces and interactions with unprecedented flexibility and immediacy.  We have begun to explore this domain and to design many intriguing objects and spaces, from video games and word processors to “smart jewelry” and virtual reality simulations of molecules. But we are far from understanding it.



A striking example at the time of this writing is the chaotic state of “web page design.”  The very name is misleading, in that it suggests that the world wide web is a collection of “pages,” and therefore that the relevant expertise is that of the graphic designer or information designer.  But the “page” today is often less like a printed page and more like a graphic user interface – not something to look at, but something to interact with.  The page designer needs to be a programmer with a mastery of computing techniques and programming languages such as Java.  Yet, something more is missing in the gap between people trained in graphic arts, and people trained in programming.  Neither group is really trained in understanding interaction as a core phenomenon.  They know how to build programs and they know how to lay out text and graphics, but there is not yet a professional body of knowledge that underlies the design of effective interactions between people and machines, and among people using machines.  With the emergence of interaction design in the coming decades, we will provide the foundation for the “page designers” of the future to master the principles and complexities of interaction and interactive spaces.



Interaction design in the coming fifty years, will have an ideal to follow that combines the concerns and benefits of its many intellectual predecessors.  Like the engineering disciplines, it needs to be practical and rigorous.  Like the design disciplines, it needs to place human concerns and needs at the center of guiding design, and  like the social disciplines, it needs to take a broad view of social possibilities and responsibilities.  The challenge is large, as are the benefits.  Given the record of how much computing has achieved in the last fifty years, we have every reason to expect this much of the future.
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“Human-Centered Software Agents:  Lessons from Clumsy Automation”



Introduction



The Cognitive Systems Engineering Laboratory (CSEL) has been studying the actual impact of capable autonomous machine agents on human performance in a variety of domains.  The data shows that “strong, silent, difficult to direct automation is not a team player” (Woods, 1996).  The results of such studies have led to an understanding of the importance of human-centered technology development and to principles for making intelligent and automated agents team players (Billings, 1996).  These results have been obtained in the crucible of complex settings such as aircraft cockpits, space mission control centers, and operating rooms.  These results can be used to help developers of human-centered software agents for digital information worlds avoid common pitfalls and classic design errors.



Clumsy Automation



The powers of technology continue to explode around us.  The latest focus of technologists is the power of very large interconnected networks such as the World Wide Web and digital libraries.  The potential of such technology is balanced with concern that such systems overwhelm users with data, options and sites.  The solution, we are told, is software agents that will alleviate the burdens faced by consumers in managing information and interfaces.  Promises are being made that agents will hide the complexity associated with the Web or other large digital worlds.  This will be accomplished by automating many complex or tedious tasks.  Agents will help us to search, browse, manage email, schedule meetings, shop, monitor news, and so forth.  They will filter information for us and tailor it to our context-specific needs.  Some will also help us to collaborate with others.  By assisting with such tasks, agents will reduce our work and information overload.  They will enable a more customized, rewarding, and efficient experience on the Web.  Given this vision, current efforts have focused on developing powerful autonomous software agents in the faith that “if we build them, the benefits will come.”



In contrast to these dreams and promises is data from a variety of domains where capable machine agents have already been at work — highly automated flight decks in aviation, space mission control centers, operating rooms and critical care settings in medicine. These machine agents often are called automation, and they were built in part in the hope that they would improve human performance by off loading work, freeing up attention, hiding complexity — the same kinds of justifications touted for the benefits of software agents (Table 1 contrasts typical designer hopes for the impact of their systems on cognition with the results of studies).



The pattern that emerged is that strong but silent and difficult to direct machine agents create new operational complexities.  In these studies we interacted with many different operational people and organizations,

through their descriptions of incidents where automated systems behaved in surprising ways,

through their behavior in incidents that occurred on the job,

through their cognitive activities as analyzed in simulator studies that examined the coordination between practitioner and automated systems in specific task contexts,

unfortunately, through the analysis of accidents where people misunderstood what their automated partners were doing until disaster struck.



One way to see the pattern is simply to listen to the voices that we heard in our investigations.  Users described and revealed clumsiness and complexity.  They described aspects of automation that were strong but sometimes silent and difficult to direct when resources are limited and pressure to perform is greatest.  We saw and heard how they face new challenges imposed by the tools that are supposed to serve them and provide “added functionality.”  The complexity created when automated systems are not human or practice-centered is best expressed by the questions they posed when working with “clumsy” machine agents:



“What is it doing now?”

“What will do next?”

“How did I get into this mode/state?”

“Why did it do this?”

“Why won't it do what I want?”

“Stop interrupting me while I am busy.”

“I know there is some way to get it to do what I want.”

“How do I stop this machine from doing this?”



These are evidence for automation surprises (Sarter, Woods and Billings, in press).  These are situations where users are surprised by actions taken (or not taken) by automated agents.  Automation surprises begin with miscommunication and misassessments between the automation and users which lead to a gap between the user’s understanding of what the automated systems are set up to do, what they are doing, and what they are going to do.



The evidence shows strongly that the potential for automation surprises is the greatest when three factors converge:

The automated systems can act on their own without immediately preceding directions from their human partner (this kind of behavior arises in particular through interactions among multiple automated subsystems),

Gaps in users mental models of how their machine partners work in different situations, and

Weak feedback about the activities and future behavior of the agent relative to the state of the world.











Designing Agents as Team Players



The dangers can, however, be predicted and reduced.  The research results also point to directions for developing more successful human-centered automated systems.  The key elements are:

Avoid operational complexity

Evaluate new systems in terms of their potential to create specific kinds of human error and system failure,

Increase awareness and error detection by improved observability of automation activities (provide feedback about current and future agent activities),

Analyze the impact of new machine agents in terms of coordination demands placed on the human user (make agents team players),

Give users the ability to direct the machine agent as a resource in the process of meeting their (practitioners’ goals),

Promote the growth of human expertise in understanding how agents work and how to work agents in different kinds of situations.



Developers of the new breed of agents can avoid the pitfalls and exploit the opportunities by using the hard won principles and techniques of human-centered and practice-centered design.



Previous work has established that black box systems are not team players, create new burdens and complexities, and lead to new errors and failures.  Some level of visibility of agent activities is required; some level of understanding of how agents carry out their functions is required; some level of management (delegation and re-direction) of agent activities is needed.  On the other hand, all of the most detailed data about systems may overwhelm users; complete flexibility may create too many burdens leading users to just do the job themselves.  The key to research on human-centered software agents is to find levels and types of feedback and coordination that support team play between machine subordinates and human supervisor that helps the human user achieve their goals in context.



For example, a common finding in studies that assess the impact of new automation is that increasing the autonomy, authority and complexity of machine agents creates the need increased feedback about agent activities as they handle various situations or what has been termed, observability (e.g., Norman, 1990; Sarter and Woods, 1995; Woods, 1996).  Observability is the technical term that refers to the cognitive work needed to extract meaning from available data. This term captures the fundamental relationship among data, observer and context of observation that is fundamental to effective feedback.  Observability is distinct from data availability, which refers to the mere presence of data in some form in some location (Sarter, Woods and Billings, in press).  If “strong” software agents are to be team players, they require new forms of feedback emphasizing an integrated dynamic picture of the current situation, agent activities, and how these may evolve in the future.  Increasing autonomy and authority of machine agents without an increase in observability create automation surprises.



Another example concerns a common joint system architecture where the human’s role is to monitor the automated agent.  When users determine that the machine agent is not solving a problem adequately, they interrupt the automated agent and take over the problem in its entirety.  Thus, the human is cast into the role of critiquing the machine, and the joint system operates in essentially two modes - fully automatic or fully manual. Previous work in several domains and with different types of machine agents has shown that this is a poor cooperative architecture (e.g., Roth et al., 1987; Layton et al., 1994; Sarter et al., in press).  Either the machine does all the job without any benefits of practitioners’ information and knowledge, despite the brittleness of the machine agents, or the user takes over in the middle of a deteriorating or challenging situation without the support of cognitive tools.  One can summarize some of the results from research in this area as,  “it’s not cooperation, if either you do it all or I do it all.”  Cooperative problem solving occurs when the agents coordinate activity in the process of solving the problem. Cooperating agents have access to partial, overlapping information and knowledge relevant to the problem at hand.



New user- and practice-oriented design philosophies and concepts are being developed to address deficiencies in human-machine coordination.  Their common goal is to provide the basis to design integrated human-machine teams that cooperate and communicate effectively as situations escalate in tempo, demands, and difficulty.  Another goal is to help developers identify where problems can arise when new automation projects are considered and therefore help mobilize the design resources to prevent them.



Table 1.  Designer’s eye view of apparent benefits of new automation contrasted with the real experience of operational personnel.



When new automation is introduced into a system or when there is an increase in the autonomy of automated systems, developers often assume that adding “automation” is a simple substitution of a machine activity for human activity — the substitution myth. Empirical data on the relationship of people and technology suggests that is not the case (in part this is because tasks and activities are highly interdependent or coupled in real fields of practice).  Instead, adding or expanding the machine's role changes the cooperative architecture, changing the human’s role often in profound ways.  New types or levels of automation shift the human role to one of monitor, exception handler, and manager of automated resources.



Putative benefit		Real complexity



better results,			transforms practice, the roles of people change

same system (substitution)	



frees up resources:		create new kinds of cognitive work, often at

1. off loads work		the wrong times



frees up resources: 		more threads to track; makes it harder for

2. focus user attention		practitioners to remain aware of and integrate

on the right answer		all of the activities and changes around them

less knowledge		new knowledge/skill demands



autonomous machine		team play with people is critical to success



same feedback			new levels and types of feedback are needed to support

				peoples’ new roles



generic flexibility 		explosion of features, options and modes create new

				demands, types of errors, and paths towards failure



reduce human error		both machines and people are fallible;  new problems

				associated with human-machine coordination breakdowns



Creating partially autonomous machine agents is, in part, like adding a new team member.  One result is the introduction of new coordination demands.  When it is hard to direct the machine agents and hard to see their activities and intentions, it is difficult for human supervisors to coordinate activities.  This is one factor that may explain why people “escape” from clumsy automation as task demands escalate.
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Information in Context:  Dynamic-Document Management Systems



Dynamic documents will become a critical factor in the intranet/internet-based communication environment of the future. The characteristics of dynamic documents set them apart from the current static documents of the paper-oriented world.  In fact, management systems for dynamic documents will need to support efficiently the following functions:



Support for multiple document versions.  Document revisions will occur frequently, although most changes might concentrate on small sub-components, in large documents.



Dynamic assembly and customization of documents to match users’ needs and profiles.  In fact, users will demand to see only those portions of complex documents and specifications that are relevant to their immediate interests and queries.



Flexible presentation media. Documents can be delivered in the form of web-browser screens, printouts and speech (also in multiple languages, alphabets, and assorted multimedia alternatives).



Document management systems are needed to support these functions; these systems will operate as super-efficient, intelligent assistant, capable of selecting the right components, versions, and formats in response to a user’s request and the intended presentation medium. The system will fuse these elements and promptly compose, typeset and deliver a  customized document.



Challenging problems must be solved to support dynamic documents as described above.  A first problem, for instance, is the need to make explicit the logical structure of complex documents as they are being authored or incorporated into a document management system; with most of today’s document preparation systems the logical structure of the document remains implicit and subordinate to its physical appearance.  The popularity of HTML documents with their rich hypertext structure represents a step in the right direction.  However, the most important development in this domain is represented by the emergence of the standard generalized markup language (SGML).  SGML is an international standards for document description languages, and it is unique for its ability of describing the logical structure of documents independent of their physical rendering.  In SGML, each document class is defined trough a Document Definition Language (DTD).  Each SGML document is structured in component objects delimited by tags, where each such an object can be further qualified through attributes, and can also be assigned an unique identifier.  It is therefore possible to store the original documents as a well-structured collection of logical components that are organized and inter-related using a document database.  Then, declarative queries and rules can then be used to define new or customized documents that are created dynamically from the interrelated collection of components in the database for specific purposes and uses.  Further customization is then applied to generate the most suitable presentation format for the document.  In this respect, current work to add versatile physical formatting and rendering to SGML documents (e.g., Stylesheets and DSSSL Lite) is expected to be applicable to dynamic-generated documents.



Powerful document management systems will be needed to store, manage and support dynamic documents.  The retrieval of documents represents only a limited, and relatively well-understood, part of the problem.  The most difficult and interesting technical challenges relate to the management of structured time-varying documents, and the dynamic generation of documents that truly satisfy users’ requests and expectations.



Database technology provides the natural platform on which to build scalable and reliable systems for the management of very large, highly structured collections of time-varying documents.  A host of complex problems and requirements find a natural basis for solution within this framework.  Thus, databases’ support for complex indices and queries yields flexible means for content-based and context-based search and retrieval of relevant documents.  The control over authorization, concurrent access, and multiple document versions provided by modern database systems (which support temporal reasoning and active triggers) are natural means to manage the cooperative editing, checking-in/out of shared documents, and their preparation of revisions over the document life-cycle.  For instance, the emerging standards of temporal databases can be used to deal with issues such as version management with combined valid-time and transaction-time timestamping.  Complex problems, such as the link-persistence issue that besets web-based documents, can be solved using SGML/Hy Time standards and a database for the safe-keeping and management of evolving logical/physical links.



Sophisticated metalevel descriptions of documents and user modeling capabilities will be required to match the expectations of an end user.  For  instance, in a simple situation, where a user needs help to operate or fix a particular equipment, the specification of model and year for a part of interest might be sufficient to assemble a document that closely satisfies his/her needs.  However, in the situation where a user is seeking some paralegal assistance, e.g., for a  do-it-yourself living trust, then more complex user modeling and ontological abstractions of reality are needed.



Suitable languages, such as query languages, rule languages, and rapid-prototype languages can be useful in (i) selecting the basic components comprising a dynamically-generated document, and (ii) composing a logically coherent and complete document, and (iii) generating an attractive physical layout for the document.



The dynamic-document scenario suggests interesting research problems of practical significance for the future.
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“The Decline of Command-and-Control Computing”



The methods of computer system design originally developed in the context of command-and-control organizations, such as industrial automation and the military, and they still largely reflect the structure of social relations found in those organizational forms.  The command-and-control worldview can be found on two levels, substantive and procedural.  On a substantive level, command-and-control design proceeds through the classical methods of systems analysis: representing the existing practices as a “system”, replacing these practices with computers to the greatest possible extent, and prescribing fixed rules for the activities that remain unautomated.  On a procedural level, command-and-control design occurs when users are not involved in all phases of the design process, from the articulation of an overall vision and strategy of computerization to the implementation and evolution of the finished system.  



The reforms that will be necessary to produce truly “human-centered” systems take place on two levels as well.  On a substantive level, we must get beyond the metaphor of computing as automated information work.  In particular, we must recognize that contemporary system design usually involves the design of institutions as well.  The boundary between system and institution is steadily less clear, and the spread of powerful high-level standards for interorganizational computing, such as the CORBA standard for distributed object systems, vastly increases the scope of the institutional implications of system design.  A phrase such as “digital libraries” or “distance learning” can easily produce the illusion that due attention has been paid to the institutional dimension of design, when in fact the institutional ideas encoded in the phrase are being read off the surface of the machinery — driven by a technological agenda without any real analysis, much less conscious choice.



On a procedural level, we must break down the walls that separate designers and users.  It is now possible to synthesize and extend a generation of experiments with the non-command-and-control design methodologies that have been described as participatory design, interactive prototyping, requirements engineering, concurrent engineering, visioning processes, standards strategy, ethnography, and interaction analysis.  Each of these methodologies has its own strengths and its own role in an emerging picture of system design.  This picture might be called the “dialogue model” of design, whereby the skill of system design is both procedural and technical in equal parts.  The dialogue model is not just a political dream; in many areas, the continuing relevance of computer science is threatened by the growth of design disciplines with a strong grounding in specific subject areas such as medicine and business.  A true practice of human-centered systems design will require a general model of design dialogue — a domain-independent model for engaging in open-ended dialogue with domain-specific expertise in the design process.



We have been developing a design practice based on the dialogue model.  The central problem is establishing communication between the technical discipline of computing and the discipline of the user community.  In our view, the key to establishing communication is a simple analytical framework for mapping the field of social relationships and practices around a proposed system.  Systems analysts, of course, have long mapped the informational relationships in a worksite with a view to automating them.  Our strategy is to map a much broader range of relationships and practices with a view to establishing a shared vocabulary for reasoning about them.  In designing interactive documents for the Web, for example, we begin by enumerating all of the communities, relationships, activities, media, and genres that characterize the potential users’ lives.  Having done so, it becomes possible to reason about what sorts of Web-based tools might actually be useful, in the sense of fitting into the existing fabric of activities and the existing ecosystem of various media and their uses.



The hardest part is bridging the gap between substantive and procedural concerns.  Command-and-control comes equipped with a repertoire of stories about the relationship between computational structures and forms of human activity, and with settled ideas about the methods by which human activities should be designed and redesigned.  It is crucial that we bring all of the unarticulated assumptions of command-and-control computing into consciousness, so that we can begin to imagine a practice of computing for a world without hierarchy.
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Human-Centered Intelligent Systems, like motherhood and apple pie, is a warm snugly term that anyone would find hard to feel negative towards.  But it is important that we scrutinize the concept rather than accept it uncritically.



The first thing to note is that many Artificial Intelligence efforts in the past did exhaustively map human experts’ knowledge and tried to model it.  They were certainly Human-Centered in that respect. How then are future Human-Centered Intelligent Systems supposed to be more Human-Centered than the old?  The term clearly suggests a change in direction for AI research, but is there a real commitment to a change in direction or is this just a new way of re-packaging the existing approach, a way of putting past disappointments behind us, while arguing for a new wave of funding?



The most extensive attempt to think out a new, more human-centered approach to informatics, is found in Landauer’s book “The Trouble with Computers.”  His recommendation is that Human-Centered Systems will require computers to do less, and have people do more, of the decision-making and high-level activities.  He contrasts Human-Centeredness with computer automation, and blames past failures on computer researchers’ repeated efforts to replace human skills and decisions rather than trying to augment human skills.  Landauer’s  image is of computer as tool for human use rather than as machine. Central to achieving that is the development of Human-Centered Design: research and development of techniques which focus on how people do their work, identify where bottlenecks to performance exist, and chart out the possibilities for computer augmentation.



Personally, I am sympathetic to Landauer’s position, but I note that most of the discourse in the current AI & HCI literature continues the old approach. It starts with the machine, not the work-system.  The changing capacities of  computers, not the needs of working humans, continues to direct where AI/HCI research goes.  So parallel processing and neural nets evoke new attempts at replacing human decision-making. There are calls for more research on speech recognition. And so on. It is not that these are bad directions, but we should be honest and admit they fall squarely in the traditional AI philosophy of using the latest technologies to model/simulate and then replace what humans do.  Even current work on Virtual Realities, fascinating as it is, follows the logic of increasing the envelope of technological capacity and then afterwards seeing what humans can use the technology for.  These are not Human-Centered in any new or different sense.



I approach this area from organizational informatics – I study how people work around computer technology in real workplaces. In such settings it is often quite clear that information technologies, while facilitating some activities, create numerous burdens and bottlenecks for employees which fritter away potential productivity gains. Even in large wealthy high-tech corporations, one sees little evidence that system design has improved or become markedly more user-friendly in recent years. The gap between the best performing and lowest performing users of computerized systems remains very large (some argue this performance gap is larger than on non-computerized machinery) suggesting that the technology is used inefficiently — far below its capacity — by many users.  The error rates on many systems are shockingly high: 70% of submissions to one major system I’ve studied are kicked out as incomplete or erroneous, and require intervention of human specialists to correct.  Learning how to cope with systems flaws and idiosyncrasies – a knowledge of kludges and work-arounds remains a large part of  an employees skill.  These are all symptoms or indicators that information technologies in the work world fall far below their potential.



The academic computer science community tends to view these issues as uninteresting: implementation problems that will go away as better practices diffuse.  But business use of computing is several decades old, and these problems with systems are not correcting themselves.  I believe that studying problems of real world information technologies is an important part of understanding the Human-Centered part of Systems.



On another issue, one dimension of current workplaces much affected by computing is the higher profile of  collaborative work and groupware.  There is a huge deficit in our social science understanding of how groups or teams operate around IT in real workplaces. Collaborative work-groups and teams are complex systems in their own right, and carrying out research on them is difficult and expensive (and under-funded!).



There is a growing body of research which views work skills as heavily embedded in the context of their use. That means that it is less fruitful to view or study skill as an aptitude or performance that one person  can carry from job to job, and more useful to view skill as a collective accomplishment of several persons working together, who have worked out a rough division of tasks, and have a shared sense of hierarchy and expectations and tools.  This view argues that the same technology performs very differently depending upon the quality of the human/social system in a firm or department or work group.  It suggests that overall system performance depends as much on the human social part as the computer part.



If this perspective has merit, it implies that studying Human-Centered Intelligent Systems will require more research on groups at work, as well as on hardware and software: more studies of real-world use of current IT, contrasting high performance versus lower performance teams.  It implies that researchers are needed who understand both technology and the sociology and social psychology of work.



I do not think that it will be easy to get the attention of  the AI/HCI community — individuals who tend to be fascinated with technology and prototype development — to look at naturalistic work settings.  But if Intelligent Systems are really to become Human-Centered — if the term is more than a marketing device – collaboration across these disciplinary divides will be necessary.
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“Information Convergence”



Information organization and access are design problems to be tackled integrally technically and socially.  Two concepts which span the ‘divide’ between the social and technical are information convergence and information anomie.  Information convergence is a situation where status, cultural and community practices, resources, experience, and computing infrastructure work together to produce a seamless, transparent access to information.  Total convergence, like universal organization and access, is of course unknown in the real world;  I use it here as an analytic notion.  Information anomie  occurs in the opposite situation:  where these factors work against transparency.  Anomie, as used by Durkheim, suggests an outsider status, being beyond social norms.  Information anomie is not so much a process of falling apart as it is of unknowing.



Information convergence, then, is about a process of creating or bringing together and then reifying flows of information.  There is a powerful sociological tradition that has looked at these processes as a fundamental of social stability:  the functionalist tradition.  For the purposes of dealing with the social bases of information handling, we can trace this tradition back to the path breaking essay by Durkheim and Mauss (1906) through Evans-Pritchard to Mary Douglas’ innovative (1986) work on ‘how institutions think’.  Durkheim and Mauss argued that at the root of primitive classifications is a classification of social relationships: these are then projected onto the world at large and read back into social discourse through the intermediary of myth.  Thus for Durkheim and Mauss it is not surprising that stories about stars, the coyote, the origin of fire, and so on ‘converge’ on the same moral:  since they are in fact the same social story told in different ‘registers’ (to borrow Levi-Strauss’  phrase).



Mary Douglas (1986) felt no qualms about bringing the lessons of Durkheim and Mauss right into the center of our own social organization of information.  Her position is simply that: “How a system of knowledge gets off the ground is the same as the problem of how any collective good is created” (45).  Social institutions, she explains, are about reducing entropy, and:  “the incipient institution needs some stabilizing principle to stop its premature demise. That stabilizing principle is the naturalization of social classifications (in part through, for our purposes, inscription in intelligent systems).  There needs to be an analogy by which the formal structure of a crucial set of social relations is found in the physical world, or in the supernatural world, or in eternity, anywhere, so long as it is not seen as a socially contrived arrangement.  When the analogy is applied back and forth from one set of social relations to another, and from these back to nature, “its recurring formal structure becomes easily recognized and endowed with self-validating truth.” (48).  Note that this argument is very similar to the position professed by Latour (1993) about the power of the ‘modernist’ position (though Douglas does not talk about the creation of hybrid socio-technical systems, which for Latour is a central part of the equation).   Douglas is at her strongest when she unflinchingly argues that basic classificatory judgments are social in the sense that they are created, maintained and policed by institutions:  “Nothing else but institutions can define sameness. Similarity is an institution” (55).  The relevance of her position in our discussion of information convergence is clear:  she is adopting the position that the convergence of information in any particular setting is not about the enlightened discovery of the truth about the world but is rather a statement about the consolidation of social institutions.   



Behind Douglas’ functionalism appears to lie the position that we all belong to one professional world, one social class, one ethnicity and so forth – and that the alignment of these memberships into a coherent social institution acting as guarantor for information convergence is unproblematic.  I maintain that we have multiple membership in institutions that are not well aligned with each other – and that therefore information convergence (when it occurs) involves a process of infrastructural, community and institutional work;  and that information divergence is, at every level, a real source of creative activity as well as a block to efficiency. 



Convergence is a result of the consolidation of social institutions.  The information science literature lends studies of the multiple paths that information converges along- such as colleague networks, personal collections, community practices.  To these, we are adding that convergence is a process in which status, cultural and community practices, resources, experience, and infrastructure work together.  Convergence is fully situated and is not universal, nor is it exclusive.  It is a situation, for the most part, of privilege.



This gives us some insight into the plight of those on the outside, those experiencing anomie. The greatest issue for the creation of intelligent systems is that these processes are invisible to traditional requirements analysis;  they can only be seen through the analysis of work. Convergence cannot be reduced to interoperability; it involves a layering up of solutions and conventions, and standards.  Usability is an emergent property which is not currently addressed in this fashion.  The reason why some things are obvious to some people and not to others has to do with the connectedness that some people and not others experience;  the holistic understanding and overview that some have and not others;  and finally, the memberships that some have and not others.



The goal in understanding and recognizing these differences is to design to these differences. This does not mean creating “simple” versus “complex” interfaces to systems, but rather recognizing the fundamentally different processes of searching which grow from the very different needs of one who is or is not experiencing information convergence;  people at different stages of convergence or anomie have different needs and move through and around their information worlds differently.   Recognizing differences in needs implies building systems that actually do different things.  Unfortunately, many systems today do not take these different needs into account.  The new relationships and points of access being built and developed now benefit only a small group of people at a particular place in their careers. Systems are now being linked with hopes of interoperability without taking into account what information convergence means on a system or infrastructural level.
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In the last decade, HCI researchers have convinced nearly everyone that usability is important. A demographic trend that reinforces this belief is that more personal computers are being sold for homes than for businesses, and computing technology is finding its way into a huge array of consumer products ranging from teddy bears to dishwashers.  Home technology owners are younger, richer and more likely to be technophilic than the average person, but they are typically not engineers, don’t want to be engineers, and lack the computer support and maintenance services that employees often have in work organizations.  At home, people may simply give up when a device isn’t usable.  Our own research in the HomeNet field trial of Internet residential use suggests that those who go so far as to call an external help desk or support line are actually the more skill, higher-usage participants. 

Another advance of HCI in the last decade is the creation or refinement of techniques for identifying usability problems.  A mantra we teach in our HCI classes is that “the users are not like me!”  HCI researchers have learned that experts, such as the designers of a technology, cognitively and emotionally anchor on their current knowledge and cannot fully adjust to the perspective of novices.  Hence we needed means for measuring usability problems objectively.  “There is nothing so practical as a good theory”  The single advance most needed in HCI in the next decade is better HCI theory.  Although some debates in HCI are arguments about values and definitions (e. g., can a computer  be “intelligent”), other debates would be greatly improved with theory.  Below are just two examples of the need for empirically-based theoretical development.  These topics are especially timely given the huge increase in residential technology and telecommunications that is taking place, and the proliferation (ubiquity) of computer-based technology.  Attentional economics of technology:  All economies are based on some form of scarcity; our time and attention are finite and nonrenewable resources. Even we technophiles have insufficient time to read and answer email, dislike having to learn the next upgrade of Word, get impatient with our new TV’s zillion features, and pass up customization opportunities.  Attention and time are the scarce commodities that define an economy governing the relationship between information produced and information consumed, technologies offered and technologies learned.  We need to understand this economy at many levels including the organizational (e.g., dependence of technology vendors on upgrade sales), and the individual — what governs people’s decisions to learn or reject technology, to search or to make do. We also need to address the social consequences of attentional economics, for example, of media that put severe pressures on cognitive capacity thereby reducing deep processing of what people say.  Better theories of attentional economics will improve the debate over what sorts of intelligence (or control) should be left to the person and how much should be done by machines. 



Natural electronic groups:  Research in social psychology and sociology has been applied profitably to the design and understanding of “collaboration” and communication technologies.  For example, research on group brainstorming greatly influenced research and design of electronic brainstorming technology.  However, technologies that allow distant strangers or nonproximate co-workers to interact in electronic groups (and, just as important, to ignore them) creates possibilities and problems that current theories do not address.  We need better theory to help us understand the increases in group permeability made possible by electronic communication and the implications of this permeability for people’s social and informational resources. What is the nature of relationships that are not created through proximity and face to face contact?  How can people’s databases of “weak ties” be created, stored, updated, and made useful?  Better theories of the development and operation of electronic groups will improve the debate over how much technology can substitute for direct communication and face-to-face contact.
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“Organizational and  Social Informatics “



This BOG is devoted to examining organizational and social scale issues that arise in the design, implementation & use of information systems.  It is well known that there is a disjunction, and sometimes even conflict, between individual level rationality and good social outcomes.  The importance of game theoretic studies of prisoners dilemma hinge on this contrast, as do social/economic analyses of free-rider problems (as in the “tragedy of the commons”).  These conflicts suggest that improved “human centered” systems designs (say through improved interfaces) do not necessarily scale up to the information systems that improve the functioning of organizations the competence of its participants, or services for clients. 



Nor do “better interfaces” necessarily improve social life in the large. A simple example of “better interfaces” and a reduced quality of life would be systems that capture information about a person so as to facilitate some activities (automatically opening doors, doing funds transfers for shopping, etc.). Such systems would usually also capture and store detailed traces of a person’s locations, social interactions, etc. Labeling such systems as parts of “intelligent buildings” or “smart commerce” ignores the way that they also profoundly risk the privacy of people whose life world interactions are streamlined with computer support.



This BOG will advance our understanding of Human Centered Systems by addressing (at least) these three issues:



One key theme of this BOG is to characterize the label “Human Centered Systems” in ways that make clear what good human centeredness means at an organizational or social level.  For example, systems that are organized to facilitate an “economy of action” or “an economy of information sharing” at an individual level may scale up to have problematic social properties.



We know little of new computer systems, except through narratives (i.e. scenarios)  about their likely use and uses.  Human-centered narratives of systems use should engage the richness of people’s work practices, social lives, etc.  For example, the standard narratives of Computer Supported Cooperative Work systems focus on the ways that new technologies enhance cooperation and intellectual teamwork.  But people’s work relationships are not simply cooperative, and may also sometimes be conflictual, competitive, coercive, or convivial. Human-Centered Systems have to help people and groups under the wide gamut of  plausible work relationships. We need to develop ways of modeling systems use under a wide variety of social relationships.



This issue goes further, since Human-Centered Systems design should examine messy work worlds head on – with their multiple media (as in printing large electronic documents for careful reading, or in the paper strips that air traffic controllers use to communicate flight trajectories), workplace politics, etc.

3.   Human-Centered Systems at the individual level contrasts with approaches that emphasize technology-centeredness or procedural rationality (as in traditional expert systems).  At the organizational level, there have been significant problems with computer-integrated manufacturing and with mega-packages such as SAP, that emphasize formal economies of information sharing and procedural rationality.  One alternative direction is for Human-Centered Systems to enhance building social capacity to live and act ( by supporting human competencies, social trust, and organizational learning.
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“A Model of System Science for Human-Centered Design”



Summary:  Until recently, system interfaces were designed with the idea that humans should adapt to the system. This generated a new discipline by itself — “TRAIN THE USER.”  The prevalent approaches with “design then train” philosophy often ignore the intrinsic characteristics of the human user of the system.  In order to counter or minimize problems with “design then train” systems, cognitive scientists and engineers are beginning to integrate human goals and their behaviors as a hierarchy of  design subspace within system design. Still, many researchers have shown that: (a) human(users) of the system is still forced to adapt to the system behavioral changes; (b) the user is often entangled with the use of system terminology’s and jargons that are reminiscent of the designer’s view of the word.



The sample problems given above are expected to amplify in scope especially when the human is involved with virtual task execution with machine collaboration. The tradeoff between  simplicity and complexity is not a shortcut to human-centered design. What is needed is a paradigm that is based on scientific knowledge.  Modeled from  system sciences the designer can  integrate human, environmental, and technological knowledge base into a single design goal. 



There is a need to investigate the role of scientific knowledge for human-centered design.  The approach taken is based in part on the interpretation of natural laws that govern systems; information, interaction, goals and intentions, tasks, and the order of the system organization as explained by sciences of complexity, behavior, perception, cognition, economic, and bureaucracy.



I posit that it is by understanding the nature of interdisciplinary science that “a true” human-centered design can be achieved.  For example, the human-computer interaction(HCI) of the future is perceived and designed from multimodality, utilizing, in most cases, a combination of artificial and human sensors. In such a design, there are many human science problems that are yet to be addressed. First, the levels at which information from both natural and artificial sensory systems are quantified and equalized to minimize information transmission noise must be addressed.  Second, the information bandwidths should be designed so as to minimize entropies as much as practicable by utilizing human cognitive and perceptual cues and sensors where possible. Third, the problem of synchronizing and compensating time delays between and within the system agents should be addressed at the predesign stage.  Fourth, potential task and system changes should be evaluated and tested using a common metric prior to design.  Fifth, user models should be designed into the system so that task and system changes can coexist without affecting the system operation.  The above problems(although non exhaustive) represent domains for scientific discussions.
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As reflected in the overview statement for our BOG, I am concerned that human-centered include all aspects of information technology — including the design and implementation of deeply-embedded aspects of infrastructure such as technical standards-setting and classification systems at all levels.  In the built world we inhabit, standards are used everywhere, from setting up the plumbing in a house to assembling a car engine to transferring a file from one computer to another.  Similarly, in any bureaucracy, classifications abound — consider the simple but increasingly common classifications that are used when you dial an airline for information now (“if you are traveling domestically, press 1”; “if you want information about flight arrivals and departures, press 2....”).   And once the airline has hold of you, you are classified by them as a frequent flyer (normal, gold or platinum); corporate or individual; tourist or business class; short haul or long haul (different fare rates and scheduling applies); irate or not (different hand-offs to the supervisor when you complain).



A systems approach would see the proliferation of both standards and classifications as a matter of integration — almost like a gigantic web of interoperability.  Yet the sheer density of these phenomena go beyond questions of interoperability, both technically and socially. They are layered, tangled, textured; they interact to form an ecology as well as a flat set of compatibility’s. There ARE spaces between (unclassified, non-standard areas), of course, and these are equally important to the analysis.  A question: it seems that increasingly these spaces are marked as unclassified and non-standard. How does that change their qualities?  It is difficult to step back from this complexity and think about the issue of ubiquity broadly, rather than try to trace the myriad connections in any one case.  From a human-centered perspective, we need concepts for understanding movements, textures, shifts that will grasp larger patterns in this ecology.



There are many practical politics involved in classifying and standardizing.  This includes: arriving at categories and standards, and, in the process, deciding what will be visible within the system (and of course what will thus then be invisible).  The negotiated nature of standards and classifications follows from indeterminacy and multiplicity that whatever appears as universal or, indeed, standard, is the result of negotiations or conflict.  How do these negotiations take place?  Who determines the final outcome in preparing a formal classification?  Visibility issues arise as one decides where to make the cuts in the system, for example,  down to what level of detail one specifies a description.  Because there are always advantages and disadvantages to being visible, this becomes crucial in the workability of the schema.



Someone, somewhere, often a body of people in the proverbial gray suits and smoke-filled rooms, must decide and argue over the minutiae of classifying and standardizing.  The negotiations themselves form the basis for a fascinating practical ontology — my favorite example, from medical information gathering is:  when is someone really alive?  Is it with breathing, attempts at breathing, movement....?  And how long must each of those last?  Whose perspective will determine the outcome is sometimes an exercise of pure power:  we, the holders of Western medicine and of colonialism, will decide what a disease is, and simply obviate systems such as acupuncture or Ayruvedic medicine.  Sometimes the negotiations are more subtle, involving questions such as the disparate viewpoints of an immunologist and a surgeon, or a public health official (interested in even ONE case of the plague) and a statistician (for whom one case is not relevant)  Yet once a system is in place, the practical politics of these decisions are often forgotten, literally buried in archives (when records are kept at all) or built into software or the sizes and compositions of things.



A human-centered approach will take these processes and politics into account, including as questions of design, ethics, and the inertia of the extant infrastructure.
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Susan Leigh Star is Associate Professor at the Graduate School of Library and Information Science, University of Illinois.  Originally trained in sociology of science and medicine, she has studied technology, work and information, originally in scientific communities, and more recently as a partner in large scale systems design work.  Her first scholarly research, a study of neurophysiologists and hospitals, examined the emergence of the British scientific community inventing brain surgery and localization of cognitive function, at the end of the nineteenth century.  It was among the first American sociological investigations into the daily work conditions and tasks facing a group of scientists.  The results of this study are reported in, Regions of the Mind: Brain Research and the Quest for Scientific Certainty (Stanford, 1989).



Since the early 1980s she has collaborated with information and computer scientists, where her empirical studies of work served as models for system design.  The brain research study was conducted in collaboration with scientists at MIT’s Artificial Intelligence Laboratory, where AI researchers were attempting to model community cognitive processes.  A couple of years later, she became a faculty member in the computer science department at UC Irvine, and while there, was PI of an NSF grant investigating work processes of VLSI CAD engineers (reported in a chapter of her edited volume, Ecologies of Knowledge (SUNY, 1995)).  She did a 3-year ethnographic study of a distributed community of biologists studying the organism c. elegans between 1991 and 1994.  The system underdevelopment was a “collaboratory,” or virtual laboratory, as well as an electronic publishing medium. (Reported in Star and Ruhleder, “Steps toward an Ecology of Infrastructure,” Information Systems Research, March, 1996)  She is now investigator on the Illinois Digital Library Project, where she is investigating use and potential use of a digital library for scientists and engineers.



In all of this work, she has been concerned with how the empirically-discovered processes of work match – or do not match – formal knowledge and information systems and representations.  This interest is also reflected in a current NSF-funded project, “The Quiet Politics of Voice:  A Comparative Study of Medical and Nursing Classification,” where with co-PI Geoffrey Bowker she is comparatively examining several systems of classification.  The project seeks to understand how the particulars of an occupational, national, or scientific situation appear in both the design and use of large-scale classification schemes.  Several of their papers and a project description can be found at http://alexia.lis.uiuc.edu/~star/irgchome.html.



An important analytical focus of this work has been and continues to revolve around the question, “how do people cooperate when they have different ideas about what's going on?” How do heterogeneous (ideologically, theoretically, in terms of work practices) groups organize themselves?  The results of her research have developed several models to explain this phenomenon.  The notion of boundary objects arose from examining work practices at a museum which housed both amateurs and professionals.  This idea (Star and Griesemer, 1989, “Institutional Ecology,” Social Studies of Science) provides a model to resolve the thorny question of how shared objects may be at once identifiable as the same, yet perceived and used differently.  Infrastructure as relation is another important concept, stemming from both the classification and the biological collaboratory work.  How do people develop and use complex infrastructures?



Along with four computer scientists,  Star was one of two social scientists who founded (and served as co-editor for four years) the journal Computer-Supported Cooperative Work:  An International Journal.   In 1993 she co-organized, with a historian and two computer scientists, a conference funded by the French science bureau, CNRS, which brought together collaborating social and computer scientists from many countries.  The proceedings of this conference will be released as a book in the spring, Social Science, Cooperative Work and Technical Systems:  Beyond the Great Divide (Erlbaum), co-edited with Geoffrey Bowker, Les Gasser, and Bill Turner.
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Designing Highly Autonomous Systems Managers to Communicate for Teamwork



Intelligent software for autonomous system management represents tasks and systems at several levels of abstraction.  There can be a planning and scheduling level, a procedural level, and a discrete or continuous control loop level, for example.  The design challenge for autonomous intelligent systems is to communicate naturally and effectively with human team members and leaders at these several levels of abstraction.  Constructs from human-centered design need to be relevant to and capable of being mapped to these levels in intelligent software representations.



Autonomous systems are, by definition, capable of independent operation, and may be complex and intelligent enough to make assessments, decide and learn, not merely to follow a predetermined sequence of observations and actions.  However, autonomous systems, human or machine, cannot operate independently all of the time.  In certain situations, the system may not be able to observe, decide or to act without information or authority that cannot be independently obtained.  Such situations would ordinarily be managed by a human leader.  A major challenge in designing autonomous systems, then, is to design them to be team players, to accommodate and support a leader or other human team member managing shifting levels of independence and control.  Some autonomous systems might assume the role of intelligent assistants (including software agents), but the primary role being considered here is more truly autonomous and distributed.  The pace of some team interaction may be slow, and the amount of attention paid by the leader may vary, since the leader is not normally carrying out the task.  The focus of my concerns is primarily on intervention and hand-off, and information that prepares for the hand-off.



Responsibility for a task may shift between human and intelligent system, or may be shared, as both types of team members work cooperatively together.  A team provides the opportunity to simultaneously perform multiple tasks and pursue multiple objectives, but can also serve primarily as redundancy for verification or backup.  In complex real-time environments, this shifting and sharing of tasks and responsibilities must be supported by effective communication. 



When the goal of the software is effective monitoring and assessment, human-centered design can be accomplished by providing open access to shared information about an unfolding situation, thus achieving common team understanding while keeping the primary domain tasks in the foreground and not increasing human workload or distraction.  Designing for system openness and robustness results in system reliability (predictability and dependability) that is needed for human supervision and correction. The shared situation context improves task coordination and can support task sharing and delegation without increasing workload.  Embedding communications in a common understanding of situation enables brief, relevant and self-explanatory communication that effectively supports human supervision in complex domains.  Finally, support for human authority is a by-product of designing for the other objectives.



The situation becomes more complicated when there is the possibility of hand-offs or close coordination in control and commanding.  The design must provide information and control that gracefully prepares for a hand-off or intervention at one or more levels of control of a system.  If the team members are human, there is a broad range of possible flexibility in tasks, roles, and level of detail in communication, and support for tight and fast-paced task sharing.  The computer team member of today is likely to be slower in give-and-take communication, less flexible and less likely to initiate a change in roles. Effective communication seems to be the key.  How can intelligent user interfaces communicate to help the autonomous system to react quickly to changes in procedures or command sequences directed by a human team member?  How can the communication design help the human leader who may need to intervene or coordinate closely with the autonomous system at a number of levels?



I believe that the answers to these questions will be found by getting a better understanding of what intelligent autonomous systems are currently capable of representing, and in considering what mappings can be made between these representations and ones that are natural for their human leaders.

 

This work will need to address the meaning of abstractions being used in control (discrete control, fuzzy control, model-based control...), in procedures (component phases and modes and their transitions, system configurations, functions...), and in planning and scheduling (goals, resources...).
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I wonder if we aren’t being a bit too “incremental” in our thinking.   I sense that it may be a struggle to keep the workshop focused at the level of human-centered systems rather than the much more specific level of human-computer interaction.  To me, the term “human-centered systems” connotes systems that are designed to augment human performance, and achieving that requires not only attention to the human-machine interface and interactions, but much more so to the entire conception and design of systems, addressing issues of functionality and usability.  An example: The internet became widely used almost overnight not only because of the introduction of graphical interfaces like Mosaic (vs. the old ftp access and e-mail which were its primary functions for many years), but because new forms of products and services were established that really could serve people's needs, once the interface obstacle was overcome.  The GUIs are still important to help facilitate access, but that alone won’t get us to the realization of whole new services, functions, and industries that lie ahead.



I think that a key problem is that we tend to focus our reasoning and planning on the technology and knowledge base as they currently exist, and then look for ways that we can advance them.  That’s ok, but we might do better if we apply our awareness of present technical capabilities in the context of human needs, so that we can envision and create new forms and technologies that can offer solutions and aids for those needs.  That is, make the quest for future knowledge and technology more problem-oriented, and thus more human-centered.  Example: the traditional approach had us using phone lines for internet communications because that was handy.  The approach I'm suggesting would have us conceive and plan for a much higher bandwidth technology, anticipating that important new uses will involve image-intensive, multimedia communications, and real time performance.  There are still arguments going on about whether the typical user will need balanced two-way high bandwidth, or only a low-bandwidth “up-link” for simple commands.  I would say that we’ll develop plenty of uses for two-way high-bandwidth communications, if the providers make it affordably available.



Some human needs to focus on:  finding and keeping track of exponentially-growing amounts of information and knowledge; portable work environments for mobile workers (the portable notebook computer is a small start in that direction); handling time shifts in communication, cooperation, and control of remote operations; interoperability and integrability of the growing array of information tools and appliances that we will acquire to serve us, and smooth upgrade paths as those tools get replaced with increasing frequency; and redesign of human institutions to optimize the augmentation of functionality offered by the new technologies.



For the first time since the earliest human times, we have the prospect that every human on earth can have equal access to knowledge and information, because on that scale, the systems and appliances can be made economically viable, in the context of serving valuable social and human purposes.  The key obstacles to that (besides provincialism in the world) are a general preoccupation with the constraints, and lack of clear vision of the opportunities.  A very constructive exercise at the workshop would be to try to visualize human-use scenarios that challenge the conventional technical, social, and economic constraints, thereby showing what we could achieve if those constraints could just be overcome.
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�Relevant Professional Societies, Journals, and Conferences

(An Incomplete List)





Societies



American Association for Artificial Intelligence, AAAI, (http://www.aaai.org/)



American Society for Information Science, ASIS, (http://www.asis.org/)



Association for Computing Machinery, ACM, (http://www.acm.org/)

and in particular some of its Special Interest Groups, SIGS:

ACM Special Interest Group on Artificial Intelligence, SIGART

ACM Special Interest Group on Computer Graphics, SIGGRAPH

ACM Special Interest Group on Human-Computer Interaction, SIGCHI

ACM Special Interest Group on Hypertext, SIGLINK

ACM Special Interest Group on Office Information Systems, SIGOIS



Human Factors and Ergonomics Society, HFES, (http://www.hfes.vt.edu/HFES.html)



Institute of Electrical and Electronics Engineers, IEEE, (http://www.ieee.org/)

and in particular some of its Societies:

IEEE Computer Society

IEEE Systems, Man, and Cybernetics Society



International Ergonomic Association, IEA, (http://www.spd.louisville.edu/~ergonomics/international_ergonomics_association.html)



Society for Information Display, SID, (http://www.display.org/)



Journals and Technical Magazines



Accounting, Management, and Information Technologies

Administrative Science Quarterly

Artificial Intelligence

ACM Multimedia Systems

ACM Transactions on Computer-Human Interaction

Behaviour and Information Technology

Communications of the ACM

Computer-Supported Cooperative Work: An International Journal

Ergonomics

Ergonomics in Design

Human Factors

IEEE Computer

IEEE Computer Graphics and Applications

IEEE Spectrum

IEEE Transactions on Image Processing

IEEE Transactions on Knowledge and Data Engineering

IEEE Transactions on Pattern Analysis and Machine Intelligence

IEEE Transactions on Robotics and Automation

IEEE Transactions on Speech and Audio Processing

IEEE Transactions on Systems, Man, and Cybernetics

IEEE Transactions on Visualization and Computer Graphics

The Information Society, http://www-slis.lib.indiana.edu/TIS/

Information Systems Research

Interactions

Interacting with Computers

International Journal of Human-Computer Interaction

International Journal of Human-Computer Studies (formerly Int. J. Of Man-Machine Studies)

International Journal of Supercomputer Applications and High Performance Computing

Journal of the American Society for Information Science

Journal of Artificial Intelligence Research

Journal of Automated Reasoning

Journal of Educational Multimedia and Hypermedia

Journal of Visual Languages and Computing

Office: Technology and People

Organization Science

Presence: Teleoperators and Virtual Environments

Social Studies of Science

The Visual Computer



Conferences



American Association of Artificial Intelligence (AAAI), ACM SIGCHI, ACM SIGGRAPH, ACM Multimedia, ACM Computer-Supported Cooperative Work, ACM Symposium on User Interface Software and Technology (ACM UIST), Human-Computer Interaction International (HCI International), Human Factors and Ergonomics Society Annual Meeting, IEEE International Conference on Systems, Man, and Cybernetics, IEEE Information Visualization Conference, IEEE Visualization Conference, International Joint Conference on Artificial Intelligence (IJCAI)
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