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ABSTRACT One of the key issues in d g
system is the selection of the fund: | unit for The choice
of the fundamental unit for a task g lly depends on the
size of the vocabulary to be recognized and the availability of sufficient

ining data for ing effective refe models. In this paper, we
address the problem of how to select and construct a set of fundamental
unit statistical models suitable for speech recognition. We discuss a
unified framework which can be used to accomplish the goal of creating
effective basic models of speech. We also compare the use of three types
of fundamental units, namely whole word, phoneme-like and acoustic
segment units in an 1109-word vocabulary speech recognition task. We
point out the relative advantages of each type of speech unit based on the
results of a series of recognition experiments.

1. INTRODUCTION

a speech

Speech recognition deals with the problem of mapping acoustic
signals to (a sequence of) linguistic codes The difficulty of speech
recognition lies in the fact that such a mapping is g lly ill-defined
especially in the case of continuous speech. When examined at various
levels, such as the sentence, phrase, word, morpheme, and phoneme, the
mapping, at each level, involves a different amount of acoustic variability
and ambiguity which aﬁects both the efficiency and effectiveness of any

ic speech hanism which to perform the
mapping.

It is generally acknowledged that linguistic ambiguities in
specifying words are minimal, Therefore many traditional recognizers are
built upon the choice of whole word units (WWU) implemented either as
statistical models or templates. Although remarkable performance of
word-based recognition systems has been demonstrated in small
vocabulary tasks such as spoken digit recognition, extrapolating the
requisite techniques to large vocabulary applications is not
stralgh(forward 'I'bete are several reasons for this. The main one is the

d with training. In order to adequately train a set of
whole word models, each word in the vocabulary must appear several
times in each context of interest. For large vocabularies, this implies a

prohibitively large ining set. In some task configurations, the
gnition vocabulary ists of words which had not appeared in the
ummng phase. As a result, some form of word model composition
is d to g models for those words not seen

g. As a c qt of the above

d models thus becomes obvious.

sufﬁc:ently of l.bem during
bl the need for sut
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A natural altemative to a word-based approach is to use
linguistically defined d unit such as phoneme, diphone, demi-
syllable or syllable. Such an approach to speech recognition relies on the
assumption that a word model can be constructed based on existing
linguistic knowledge. Typically, a lexicon in the form of a dictionary in
terms of the chosen subword units is used to describe the words of the
vocabulary. Each word in the vocabulary is usually represented by a
concatenation of subword models as specified by the lexical entries
associated with that word. While some of the training problems in large
vocabulary word-based systems are eliminated, one major problem
remaining is the extraction of these linguistically defined units from the

unit similar to a phoneme (or a diphone) in the sense that their linguistic
roles as a constituent in a word representation are identical. Thus, the
same lexicon is applicable in both cases. However, specification of the
locations of PLU’s (or DLU’s), as will be explained in greater details in
the next section, izes mainly on ic similarities and can be
accomplished via ic procedures. Therefore, these units are defined
both acoustically (through the use of an acoustic similarity measure) and
linguistically {due to the prescribed lexical constraints).

A third al is to rely y on a
similarity in defining the units. This results in what is called acoustic
segment units (ASU’s) as reported at ICASSP-88 [1]. In the acoustic
segment formulation, we attempt to find a set of acoustic segment models
that span the acoustic signal space based on the principle of minimum
average distortion. We then use the acoustic segment models as the
fundamental units and construct all the models for recognition ﬁom the
acoustic definition of their signal reali As will be di , one
of the unique requirements of this smctly acoustic approach is that a word
lexicon be built based upon the g units. In to the
phonetically-defined lexicon, such a lexicon is called an acoustic lexicon.
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In this paper, we address some of the key issues related to !be
selection of fundamental units for large v lary speech g1
Specifically, we discuss the use of three types of fundamental units,
namely whole word units, phoneme-like units and acoustic subword

7 units, for isolated and d word In the
following sections, we show that a unified framework based upon the
segmental k-means training procedure [2] can be used to create effective
basic models of speech. We describe the two major modeling steps

quired for word ition using a istical approach. namely: (3]
unit modeling, in which we use istical to
characterize the acoustic properties of the chosen umts. and (2) word
model composition, in which we construct word models from the unit
models (which may be whole word units). We then report recognition
results using a speaker-trained, isolated word, speech recognition task
with a vocabulary of 1109 basic English words [3). Based on a database
of three male speak ge word gnition accuracy using the
different speech units ranged from 82% to 95%. A preliminary
comparison was made to determine the advantages and disadvantages of
the various choices of basic speech units.

2. WORD MODEL COMPOSITION

If units smaller than a word are used for word recognition, then
word model d. As d above, the two
choices of subword units we consider in this paper are the phoneme-like
units and the units respectively. The basic difference
between the two, aside fmm the unit modeling details to be discussed in
the next section, lies in the fact that the former uses an @ prior,
linguistically based, word representation in terms of phoneme strings (in a
lexicon) and the latter uses an a pa.mnon, acoustically based, word

d from the g units, d
duectly from the acoustic signal.

In the case of phoneme-like units, an initial set of phonemes are
defined a priori. The definition is based on linguistic nouons rather lhan

ition 1S

acoustic data. This problem is usually handled by 1k a
smaller database (e.g. the TIMIT database) ding to a linguisti

specification of the speech to initialize the set of subword models Some
form of bootstrapping procedure is then used to i gn a

ones. Each word in the bulary is assigl
string or a set of pronunciation strings which can be oonsldexed as lexical
entnes in a plmneucally-based lexicon (PL). Each entry in the lexicon

larger set of training data in order to have sufficient training for the
subword models. Since linguistic boundaries are often ill-defined in the
acoustic signal, the segmentation and the resulung models are not
guaranteed o be consistent with their ] ki ic definiti

Another alternative is 0 use phoneme-like urits (PLU's) or
diphone-like units (DLU’s). A phoneme-like (or diphone-like) unit is a

683

p a b for a speaker to follow when a word is
spoken. The lexlcon thus implies “tying” comstraints on the PLU’s
hrough the linguistic definitions of the ph for all acoustic data in
the training set. The advantage of using such a lexicon is that word
models not adequately observed in the training data can still be
constructed based on the p ibed b H thls le:ucon
does not take into kers' i iabiliti

P
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in different contexts, and allophonic variations of sounds. As a result, it
is likely that signal modeling of the phoneme-like units is not sufficiently
accurate, and the resulting ambiguity will cause confusion in word models
such that a word model peeds not the word properly in all
contexts. One way to improve the acoustic discrimination among words
is to introduce context dependency (e.g., [4]) into the definition of
phonemes so that the phoneme-like models provide adequate acoustic

lution for word pOsiti Another way is to incorporate data-
dependent lexical entries into the lexicon as explained below.

Given a set of phoneme-like unit models for a given speaker, an
a training set in which each of the vocabulary words appears at least
once, we can also construct a speaker-dependent lexicon by performing
optimal decoding on each of the training tokens for each word from the
same speaker. The decoded ph symbol seqy can serve as
additional lexical entries for that word. For simplicity, we call such a

lexicon an lly-d h ly-based lexicon (APL). The
APL can be used to perform word model position for ghition
The APL can also be combined with the speaker-independent PL to form
a lexicon which is both ically and linguistically defined

When word models are derived strictly from acoustic signal
realizations, an acoustic lexicon (AL) is required to describe each word
based on the set of acoustic segment units. In contrast to the

1 linguistically-defined lexicon, every 1exlca.l entry in the
acoustic lexicon is rep d by g of bol
which can be d by performi imal decoding on the set of the

training data using the acoustic segmem models. Dat‘ferem acoustic
manifestations of the same word may have different acoustic lexical
mpresentauons al!hough they are related to each other through a
Multiple AL ions of a
word can be dcnved from multiple training tokens of the word and from
decoded from the same training token.

3. MODELING OF THE BASIC UNITS

For a given recognition task and a set of training data, our
objective is to choose a set of fundamental units so that the training data
are utilized efficiently and effectively, leading to a speech recognizer with
good performance. If we assume that the basic speech units have already
been defined and a set of constraints on the interactions of the units are
given, the k. ining procedure can be used to

d k- training p provides a solution to the model
P imation problem as required for the unit modeling.

In the third case, the units are not pre-defined. The first step in
this modeling approach is to find a reasonable set of acoustic units that
eﬁcnemly characterize the n'auung data. Such an initial set, which

p the dard linguistically defined set, can be found by applying
a minimum average distortion (dissimilarity) criterion in an iterative
procedure similar to the generalized Lloyd method widely used in vector
quantizer designs, Again, using the segmemal k-means algorithm,
modeling of the defined acoustic units can be accomplished automatically.
Using the resulting set of of acoustic units we can construct a word
lexicon or other linguistic components techniques explained in the last
section.

3.2 Model Parameter Estimation

Throughout this paper, hidden Markov models are used to
characterize all three types of fundamental speech units. Once the unit
definitions are made, HMM techniques can be applied directly to model
!he units. As d:scussed above, for all three types of units, the segmental

provid: 2 unified framework for both unit
modelmg and wmd model composi The part of the
algorithm provides a set of labeled segments. The labeled unit sequences
associated with a word are used for word model composition when
necessary. Finally, the k-means part of the algorithm is used to estimate
the parameters of the model for each unit. We now briefly describe the
procedure for each type of unit.

3.2.1 Whole Word Units

In the case of isolated word training data, no detailed unit
segmentation is required when whole word units are used. The well
known Baum-Welch algorithm or the segmental k-means algorithm can be
used to obtain the maximum likelihood estimate of the model parameters.
The algorithm iterates until a fixed point solution is reached. Typically,
only 5 to 8 iterations are needed 1o get a good word model.

3.2.2 Subword Units

As described above, two types of subword units, namely
phoneme-like units and acoustic segment units, are studied in this paper.
The phoneme-like units are defined through li ic definiti while
tbe acousuc segment units are defined smctly from acoustic signal

accomplish the tasks of basic unit modeling and word model
simultaneously. We shall first explain how the basic units are defined
initially in a statistical modeling framework.

3.1 Defining the Basic Units

One of the key comsiderations in modeling the basic units is the
ilability (and cor ) of a pror knowledge about the given
training data. We enumerate three possible scenarios: (1) The set of units
is externally defined and each token in the training data is associated with
a single, specific label according to a set of units. (2) The set of units is
again extermnally defined, but each token in the training set may
encompass and thus be labeled with a number of units, with the
boundaries between units unspecified. (3) Neither the units nor the
training token compositions are defined a priori; only the set of training
data itself is given. These scenarios cover essentially all the possibilities
we eacounter in the design of a recognition system.

Consider the first case in which each token in the training set has
been assigned a unique unit label. Typical instances of this type of
training set include isolated word data or hand-segmented signals with
specific transcriptions of the units. Sime the training data are presented
as a seq of di d units, be they words or phonemes,
no further segmentation is mqulred and we can assume all the training
data associated with a given unit label are generated by a single but
unknown source. Statistical modeling techniques such as the maximum
likelihood approach can then be used directly to obtain the unit models.

In the second case, the units are pre-defined but the training data
are only block-labeled. That is, the sequence (string) of units for each
training token is given, but no label boundaries are provided. As an
example, in the connected digit case, we may define the units to be whole
word digits. The training set, however, often contains information only
about the digit without detailed segn ions to specify lhe
spoken digit boundaries. Similarly, for p like unit rep
we define the units to be a set of ph and each traini is
given a set block labels lhrough the phonetic lexicon, wnhout detailed

ification of the p daries. As will be explained, the

In the case of phoneme-like unit modeling, we start with a set of
phoneme symbols and a lexicon based on this set of units. To train the
unit models, we first perform uniform segmentation on each of the
training tokens according to the number of phoneme symbols assigned to
that word token. We then collect all the speech segments associated with
the same phoneme-like symbol and create the phoneme-like unit models
using the HMM training procedure described above. In an iterative
manner, the unit models are used to improve the segmentation, and the
segmented data are used to improved the unit models. This procedure is
similar to the one used in model training for c: d digit recogniti
[5], except the digit sequence is now replaced by a PLU symbol sequence
as specified by the lexicon. Since phoneme boundaries within a word are
usually more ambiguous than word boundaries m a comnected word
sequence, there is no guarantee that the iting p like seg
will agree well with their ¢

In the case of deli units, the model

initialization and training procedure is summarized i in the block diagram
shown in Figure I. In order to obtain a

model, the speech training material is first segmented into a set of
acoustic segments using a maximum likelihood automatic segmentation
algorithm. All the segments resulting from initial segmentation are then
grouped into initial clusters ing individual sound classes.
To model each sound cluster, all the acoustic segments in a single cluster
are considered to have been generated from a single source. Once the
HMM structure (topology) is specified, the standard HMM technique is
then applied to estimate the parameters of each of the individual segment
models comesponding to each sound class. Again, ‘following the
segmental k-means procedure, the unit models and the segmentation
results (used to construct an acoustic lexicon) are altematively and
iteratively improved until some convergence criterion is met.

4. RECOGNITION EXPERIMENTS

We now describe the experimental setup and present some

' 3

recognition results using the three types of fundamental units described
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above. The task we to and pare the use of the three
fundamental units is the recognition of a vocabulary of 1109 words from
the basic English vocabulary of Ogden [3]. For this vocabulary, there are
605 monosyllabic words; some of them are homophones, and some of
them form confusable word pairs. The database consists of three male
talkers, each uttering the entire 1109 words four times, in isolated word
mode. The input speech signal was recorded off a standard dial-up
telephone line, bandpass-filtered between 100 Hz and 3200 Hz, and
digitized at a sampling raw of 667 kHz. The speech data had been
located by an It was then pteemphasmd

on each of the training tokens for cach word from the same speaker. We
compared the derived APL with the prescribed PL for one set of the
training data from one speaker. Only 1% of the lexical entries from both
lexicons agreed with each other exactly. The results indicated that better
acoustic models and lexical models are needed in order to properly
characterize PLU-based word models. We feel that better acoustic models
can be obtained by exploring context-dependent PLU’s. In this study, we
try to obtain better lexical models by combining both APL and PL in
lexical representations.

43 A

He &

Units

and blocked into frames of 45 ms with a 15 ms shift. A H:
window was then applied to each frame of the data; and for each
utterance, a sequence of vectors of nine autocor i were
for model training and algorithm testing.

A block di of the isol word recog| is shown in
Figure 2. The feature extractor computes the feature vector to be used by
the Viterbi decoder. The word model composition module takes as input
the unit models and the associated lexicon, and produces word models for
every word in the vocabulary. For recognition using whole word models,

P

no word ition is d. For using PLU models, the
lexicon is obtained from a dard dictionary wnh a single
pronunciation for each word. For 8 using

models, we used the ic lexicon g d in the phase The
Viterbi decoder uses d: progi search to find the

most likely segmentation of the input utterance with respect to the models
of the vocabulary words and computes the likelihood of the input feature
vector sequence, given the set of the models and the lexicon. If more
than one lexical entry per word was used, the maximum of the likelihoods
is selected as the score for that word. The score sorting module chooses
the top K candidates that produce the top K scores among all possible
words in the vocabulary.

The task performed was a speaker-trained, isolated word
recognition test. For opne session of testing data, there are three other
sessions of training data available for mode! estimation and lexicon
generation. Therefore, in testing, up to three sets of acoustically-denived
lexical entries (APL or AL) for each word can be used to construct the
word model for that word. The experimental setup using the three types
of units are now described in more detail.

4.1 Whole Word Units

For the 1109-word database, we used an 8-state HMM to model
each word. Up to 5 Gaussian mixture densities, each with a diagonal
covariance matrix, were used to characterize the state observation density.
The feature used was a vector of 24 components, consisting of 12 liftered
cepstral coefficients and 12 corresponding time derivatives. Since at most
3 tokens for each word could be used to train the whole word model,
there were not enough samples in each state to properly estimate the
variance. To deal with this problem, we used a varance clipping
procedure described in {6], and our results indicated that reasonable,
speaker trained, whole word model could be obtained even with only one
training token per word.

4.2 Phoneme-like Units

For recognition using phoneme-like units, we need to define the
set of phone symbols and a lexicon based on this set of units. For
convenience, a set of symbols used in the Bell Laboratories Text-to-
Speech Synthesis System was chosen for our experiments. The set
consists of 43 phoneme symbols including a silence symbol. The
lexicon was obtained by applying the letter-to-sound rules to all the 1109
words in the vocabulary. There were some inconsistencies between the
acoustic data and the lexical specifications for some of the vocabulary
words. For example, the word "A" was specified as "EY” in the lexicon;
h the were i dtop the word "A" as the
schwa "UH" when the data were recorded. No attempt was made to
modify the dictionary.

The PLU model used in our experiments is a 2-state HMM for
each unit. The feature used was the same as the one in whole word unit
modeling. Up to 5 of G d each with a diagonal
covariance matrix, were used to characterize each state observation
density. We also used the same variance clipping strategy, because some
of the PLU’s occur infrequently in the lexicon, and therefore very little
acoustic data were used to create models for these units.

Given the set of PLU models for each speaker, we also

da lexicon by performing optimal decoding

P P
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For using g units, we used a 1l-state
model to characterize each of the segment units. The numbers of units
ranged from 32 to 256. The feature vector consisted of 16 liftered
cepstral coefficients. The state observation density was a multivaniate
Gaussian density with a diagonal covariance matrix; no mlxmn-. deusmes
were used. The acoustic lexicon was ¢ d by perf
decoding on all training tokens using the segment models.
lexical entries were obtained for each word in the vocabulary.
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Up to three

gnition R

The basic recognition setup was to perform a recognition test on
the three sessions (except session 1) of test data from the three male
talkers. Since session 1 was always used to estimate the PLU models and
the acoustic segment models, no test on session | was performed. As a
result, a total of nine sessions were tested. The setup was such that for
testing on one session, the acoustic lexicons obtained from the other three
sessions were used to perform word model composition and Viterbi
decoding.

The average word accuracy rates (in per cent) over all the nine
testing sessions, are listed in Table I. There were some errors caused by
homophones, but no attempt was made to correct the homophone errors.
The actual performance for the top candidates was about 0.5% higher than
the recognition rates listed if homophone errors were comected. In the
row labeled "1109WWU", we show the recognition results obtained when
one whole word model per word was used. The recognizer also used a
strategy similar to the system in [5] which includes energy, state duration
and word d fi ion to help elimi unlikely word candidates.
An average word accuracy of 95% was obtained for the top candidate,
and an almost perfect performance was achieved when the top five

did were included for i This is the best performance
reponed for this dalnbase Almost all the errors were caused by

P and bl Alabic word pairs.

Model Top 2 3 4 5
HOSWWU [l 95.1 | 984 | 992 [ 994 | 9956
256ASU 89.3 | 95.7 | 973 | 98.0 | 983
128ASU 88.3 | 954 | 973 { 98.0 | 98.3
64ASU 855 | 93.8 | 964 | 975 | 981
43PLU 81.6 | 89.8 | 93.1 | 947 | 958
32A8U0 792 | 90.7 | 94.3 [ 96.0 | 969

Table 1. Average recognition rates using whole word and subword units

The row labeled “43PLU" corresponds to results obtained when
43 context-independent PLU’s and their associated lexicon (PL) were
used. Energy, and duration information were also included in recognition
scoring. The rows labeled "ASU”" comespond to the results obtained
when using acoustic segments models and up to three acoustic lexical
entries per word for recognition. The number of segment models were
32, 64, 128 and 256 respectively, for the four ASU experiments
evaluated. The best performance, among the four choices, was obtained
when 256 segment models were used. However, the performance gain
decreases as the number of segment models increases. There was only a
slight performance improvement going from 128 to 256 ASU models.

For the case using 43 PLU'’s, there were a total of 86 distinct

states. Hq the PLU perfc was only slightly better
than the case when using 32 acoustic states (32 ASU), and was
significantly worse than the case using 64 acoustic states (64 ASU) We
feel that PLU performance can be greatly imp
is properly incorporated. We also feel the performance using acoustic
segment models can be improved by mcm-poraung additional features,
such as time d ives of the cep ients, energy, word duration
and state duration, in recognition. All the lecogmuon resuits listed in
Table I are summarized in Figure 3, in which we plot the average

d if context-d




Tnded

recognition rates versus the ber of candid. in

scoring. The figure shows that in all six cases tested, at least 90% word
accuracy was achieved using the top 2 candidates, and better than 95%
performance was observed when the top five candidates were included.

To examine the effect of the amount of training data on
recognition performance, we used only the training data from session 1 of
each speaker to create the models and lexicon required for testing. The
recognition test was performed on the data in session 4 from the same
speaker. All the results for each of the three speakers and the averages
over all 3 speakers are listed in Table II. We found that even when
trained with only one token per word, the whole word model still gives a
reasonable performance. The result obtained from using PLU models
stayed about the same level as those shown in Table I, when a PL was
used for recognition. To see the effect of using the APL, we also
constructed an APL from the available training data. Using the APL
alone, the average performance was much worse. However for speaker 2,
there was a performance improvement, which was due the the fact that
the data from speaker 2 were ically more than the data
from the other two speakers. When the APL was combined with a PL in
testing, there was a signifi p in ge performance.
Thlsgamwasmamlyduetothe ddition of speaker-dependent lexical

For ple, the word "A" which was properly
recogmmd in all cases tested except in the case of PLU recognition based
on only PL. This error was corrected, when an APL was incorporated
into the lexical representations. For testing the acoustic segment models
using only one lexical entry per word, we found the performance similar
to the one using PLU and an APL, For comparison purposes, we also list
the results obtained with an APL and an AL generated from all three sets
of training tokens. It is interesting to note that there was virtually no
change in performance in the case of using PLU models. However, there
was a big performance gain in the case of using acoustic segment model.
The results showed that proper lexical modeling is crucial when purely
acoustic units are used for word recognition.

Spkrl | Spkr2 | Spkr3 | Average
1109WWU 87.7 89.5 86.6 87.9
43PLU(PL) 81.6 848 76.7 81.0
43PLU(1APL) 742 85.8 72.0 773
43PLU(PL+1APL) 834 88.6 77.8 83.2
256ASU(1AL) 743 84.5 74.1 77.6
43PLU(PL+3APL) 84.2 88.6 77.6 834
256ASU(3AL) 86.9 924 85.1 88.1
Table II. Recognition performance comparison using various lexicons
5. SUMMARY
In this paper, we have discussed the use of three types of units,
namely whole word, p like and gr units. A vnified
framework based on t.he | k-means was used

in all three cases to accomplish unit model.mg and word model
composition simultaneously. In terms of modeling effectiveness, we
found that using whole word units maintains the integrity of a word, and
by far achieves the best performance among all the three types of units
tested. For words that are acoustically more varable, such as short
function words which are likely to appear more often in training data,
whole word models should be used. However, in term of modeling
eﬂiclency, there is no model shanng in either the acoustic or lexical
i For ition tasks requiring more g data to properly
model acoustic variabilities, such as speaker- mdependem large
vocabulary recognition, whole word models do not use all the training
data efficiently. The need for subword models thus becomes essential.

Two types of d units, like and
units, were studied. For modeling usmg phoneme-like units, we found
that the baseform dictionary provides an efficient way to construct word
models not seen during waining. However, issues related to model
biguity, context dep y and lexxcon consistency need to be studied
further. For modeling using units, acoustic consistency
is mamt:uned throughout both unit modelmg and acousuc lencon

‘When d with units dk d from p
such as the PLU’s, this model h xs lly less
ambiguous. However, lexical modeli a.lso ires careful i gati

so that a more effective way can be used to incorporate different amounts
of training data in the ic lexicon.

A4

In y, we have d some of the key issues related to
the selection of fundamental units for speech recognition. From the

results of our experiments, we feel that a hybrid approach based on a
combination of both whole word and subword models should be used in
order to utilize the training data more efficiently and more effectively.
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