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Abstract—When can we defend a region of space from being breached by an adversary? To answer this question, we consider the Dynamic Defender-Attacker Blotto Game (dDAB) played on a graph, in which a fleet of defensive assets must be maneuvered through a network with the objective of defending a specified set of nodes from an adversarial fleet. In this framework, we seek to understand how the defender’s objective (which nodes to defend in the graph) affects the amount of resources required to provide a safety guarantee. Particularly, we are interested in understanding how to defend paths-through and perimeters-of regions of space. Using the dDAB framework, we show the necessary and sufficient size of the defender’s fleet needed to guarantee the defense of line graphs and cycle graphs, respectively. We find that more defender assets are needed for paths and perimeters that are less direct.

I. INTRODUCTION

In large-scale setting prone to adversarial encounters (e.g., cyber-networks [1], interconnected enterprises [2], or large physical locations [3]), it can be difficult to guarantee a sufficient level of security with a single defense entity. As such, a large portion of research has been devoted to understanding the effectiveness of multi-agent or multi-robot teams of defensive assets to defend [4] or surveil [5] various objectives. When the defensive resources are allocated [6], [7] and assigned tasks [8], [9] appropriately, we can hope to achieve our defense objectives with fewer physical resources.

Autonomous and multi-agent security methods have been studied in many relevant settings, including patrols [4], network routing [10], [11], physical infrastructure [12], networks of subsystems [13], [14], and cyber-networks [1]. Within each of these settings, the defender’s ability to offer security guarantees in the face of uncertain adversarial actions is hard [15] and depends on the specific defense objective we seek to guarantee. In this work, the types of objectives we are interested in understanding are defending regions of space from being breached by an adversary, particularly paths and perimeters, and answering: how does the shape and size of a region we aim to protect affect or defense capabilities?

Adversarial interactions can be modeled as zero-sum games, where two players (attacker and defender) have inversely aligned objectives (guard or breach an area, etc.).

To capture the important features of these interactions, we consider the Colonel Blotto game [16], in which two opposing players assign ‘troops’ to ‘battlefields’ and win a reward for each battlefield to which they have assigned more assets than their opponent. Though described in terms of troops and battlefields, the Colonel Blotto game has been used to gain understandings in the defense of wildlife [17], security of airport terminals [18], and control over borders [19]. The Colonel Blotto framework has also been used to understand the capabilities of opposing players with asymmetric strength and information [20], [21]. However, in this work we want to understand dynamic interactions between attackers and defenders who seek not just to maximize payoff (by securing valuable objectives more often than not), but guarantee a specific defense objective, i.e., a path or perimeter is never breached.

We consider the dynamic Defender-Attacker Blotto game, in which a defender and attacker each maneuver fleets of assets through nodes in a graph [22]. Each node is a battlefield in the sense of Colonel Blotto, and a node is ‘breached’ when the attacker assigns more assets to it than the defender, otherwise the defender has guarded it. Graph and network structures of similar forms have been used to investigate the security of cyber-attacks to networked computer infrastructures [1], [23], [24], connected enterprise systems [2], and in surveillance and tracking [3], [25]. In this work, we use the graph structure to gain insights into how to use multi-agent systems to defend spatial structures; specifically, we model paths as line graphs and perimeters as cycles within a larger network structure and find what defense policies can be used to guarantee no nodes in sets of this form are breached. Path and perimeter defense has been well studied in the literature [26]–[30] and even the use of multi-agent teams has been considered [31]–[35]. Here we want to understand how our objective (what type of graph to defend) affects our ability to guarantee the region is not breached. Specifically, we wish to know how many defending assets are needed to defend a path or perimeter, or what level of investment is needed to ensure the area is guarded.

Our results consider the graph-centric framework of the dDAB game and provide the necessary and sufficient number of defending assets needed to guarantee the defense of a line graph or a cycle graph along with the procedures for designing defense policies that provide this defense guarantee. We find that as a line graph becomes less direct (longer than the shortest path) and a cycle graph becomes less tightly closed (shorter paths through regions of the cycle) more defending assets are needed to guarantee the set is
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protected. Additionally, we show how these results can be combined to defend larger regions by looking at the union of paths and perimeters to construct sufficient strategies for any objective.

II. PROBLEM FORMULATION

To understand our various defense objectives, we consider the dynamic Defender-Attacker Blotto (dDAB) game. Let \( \mathcal{G} = (V, E) \) be an undirected graph with nodes defining various locations and edges defining the possible travel between such locations. We assume \( \mathcal{G} \) is connected and can be described by the adjacency matrix \( A \in \mathbb{R}^{\mid V \mid \times \mid V \mid} \), where \( A_{i,j} = 1 \) if there exists an edge from node \( v_i \) to \( v_j \) (i.e., \( (i,j) \in E \)) and \( A_{i,j} = 0 \) otherwise. For any two nodes \( v, v' \in V \), we let \( d(v, v') \) denote the minimum number of edges needed to connect the two, i.e., the number of hops in a shortest path.

The defender and the attacker are each able to assign assets to nodes in the graph. Let \( x(t) \in \mathbb{R}^{\mid V \mid} \) denote an allocation for the defender, where \( x_i(t) \geq 0 \) denotes the amount of assets assigned to node \( v_i \) at time \( t \). The total amount of assets that the defender is allotted is limited; as such, let \( \sum_{i \in V} x_i(t) = X \forall t \geq 0 \), where \( X \) is the defender’s budget. Similarly, the attacker is able to assign attacker assets corresponding to an allocation \( y(t) \in \mathbb{R}^{\mid V \mid} \) and is limited to a budget of \( Y \).

At the initiation of the game, \( t = 0 \), the attacker assigns an allocation \( y(0) \) then the defender assigns an allocation \( x(0) \) in response to a Stackelberg-style turn. In each subsequent time step \( t > 0 \), the defender and attacker sequentially take turns moving their assigned assets through the graph. To characterize this movement of assets, we say that at time \( t > 0 \) the defender picks \( K^D \in \mathbb{R}^{\mid V \mid \times \mid V \mid} \) and the attacker picks \( K^A \in \mathbb{R}^{\mid V \mid \times \mid V \mid} \) such that

\[
x(t + 1) = K^D_t x(t) \quad \text{and} \quad y(t + 1) = K^A_t y(t).
\]

In each turn \( t > 0 \) the defender goes first and chooses \( K^D_t \) in response to the allocations \( x(t) \) and \( y(t) \), and the attacker goes second and chooses \( K^A_t \) in response to the allocations \( x(t + 1) \) and \( y(t) \). Each defender’s movement decision \( K^D_t \) must satisfy

\[
\begin{align*}
1^T K^D_t &= 1^T, \\
[K^D_t]_{i,j} &\geq 0 \quad \forall v_i, v_j \in V, \\
[K^D_t]_{i,j} &= 0 \quad \text{if} \ A_{i,j} = 0,
\end{align*}
\]

or that the budget constraint must remain satisfied (\( K^D_t \) column stochastic), and assets can only be moved between nodes that are connected by an edge in the graph. The attacker’s movement decision \( K^A_t \) has similar requirements.

The defender’s objective is to guard a predefined region, which we will characterize by a set of nodes \( P \subseteq V \) referred to as the protected set. The attacker’s objective is to breach this region by assigning more assets to a node in \( P \) than the defender. The attacker wins if \( \exists v_i \in P \) and \( t \geq 0 \) such that \( x_i(t) < y_i(t) \). The defender wins if it can guarantee that the attacker does not breach indefinitely.

The main objective of this work is to identify the necessary and sufficient defender’s budget needed to guarantee the protected set \( P \) is not breached. Certainly, the defender may choose to place a large number of assets on each node in \( P \) (i.e., \( X = |P| \cdot Y \)), however this budget may become unreasonably large; thus we want to understand what are the fewest number of defender assets needed to guarantee the defense objective. We do this by providing a procedure to construct a defense policy that guarantees the protected set is guarded at all times and identifying situations where no fewer assets could provide the same guarantee. We will regularly use a specific type of defense policy where the defending assets are placed into platoons. We define a platoon as a structure of neighboring nodes, each with the same amount of defender assets, and a platoon leader with position \( v_D \) to reference the position of the structure overall. For example, if \( \mathcal{G} \) is a grid network, a platoon may be a 3 by 3 set of nodes each with a unit defending asset, and the center node can be defined as the platoon leader to determine these 9 assets’ locations.

In this work, we largely focus on two types of objectives: defending paths and defending perimeters. These regions can be identified as protected sets \( P \) that are line graphs or cycles. In these settings, our platoon will be a sequence of nodes in \( P \), see Fig. 1. In Section III, we prove the necessary and sufficient number of defender assets needed to defend paths and perimeters and provide insights into how to defend more general regions.

III. DEFENSE OBJECTIVES

A. Defending a Path

The first defense objective we focus on is that of guarding a path. In this setting, an attacker may aim to breach the protected path to break the connection from the origin to the destination. To view this objective in the dDAB framework, we let \( P \) be a line graph within some larger graph structure \( \mathcal{G} \). To understand the number of defender assets needed to make sure the path is not breached (i.e., \( X \) such that we
path that is $\alpha$-hops longer than shortest, we will provide the
procedure for constructing a defender policy that guarantees
no node in $P$ is breached (as illustrated in Fig. 2). To show
that (1) is necessary to guarantee any path that is $\alpha$-hops
longer than shortest can be defended, we provide an example
where no fewer will do.

Before proving the theorem, we highlight an important

Corollary 1. To guarantee there exists a path $P \subseteq G$ that
connects some $v_o$ and $v_d$ that can be defended,

$$X \geq 3Y$$

defender assets are necessary and sufficient.

If the defender’s objective is to merely guarantee that there
is some path from an origin to the destination that can be
defended, they need only $X = 3Y$ assets. This corollary
emerges from Theorem 1 by considering the shortest path
that connects $v_o$ and $v_d$ and observing that $\alpha = 0$ for a
shortest path.

Proof of Theorem 1: We start by assuming that the attacker
possesses a single, unsplittable asset that they move through
the network and later show that these results can be gen-
eralized to the full setting. Let $v_A \in V$ denote the position
of the attacker asset. Let $P = \{v_1, \ldots, v_{|P|}\}$ be a line
graph indexed value $i \in \{1, \ldots, |P|\}$. Now, we consider a
defense policy of a single platoon, where $z$ defender assets
are aligned concurrently along the line graph $P$. To refer
to the position of the platoon, we define $v_D$ as the lowest
index of the platoon, i.e., nodes $\{v_{D-1}, \ldots, v_{D+z-1}\} \subseteq P$
are utilized by a single defender asset each.

Consider the attacker and platoon leader’s distance to any
node on the graph, $d(v_A, v_i)$ and $d_P(v_D, v_i)$ respectively,
where $d_P(\cdot, \cdot)$ is the distance between two nodes in $P$ while
only using nodes in $P$ as we limit the defender to this region.
The defender’s ability to guard a node can be expressed by
the difference between these two numbers, which we will
call the advantage number,

$$a_i = d(v_A, v_i) - d_P(v_D, v_i).$$

The defender’s aim is to stay closer to nodes in $P$ than the
adversary, and thus wants $a_i$ to be larger. The objective of
the defender can now be rewritten; at each time step, the
defender must satisfy

$$a_i > 0 \forall v_i \in \{v_1, \ldots, v_D-1\} \subseteq S$$
and,

$$a_i > -z + 1 \forall v_i \in \{v_{D+1}, \ldots, v_{|P|}\} \subseteq S,$$

to guarantee that a defender asset is always closer to a node
in the protected set than the adversary is.

First, we show there is a valid starting position that
satisfies (4). Try $v_D = v_1$, and the first condition in (4)
is satisfied. If $\exists i > D$ such that $a_i \leq -z + 1$ then try
$v_D = v_2$ and check again. Continue increasing $D$ until
$a_i \geq -z + 2$ for all $i > D$. Now, we solve for $a_i$
such that no preceding node can dissipate (4). If for some
$j < D, a_j \leq 0$ then this implies $d(v_A, v_j) - d_P(v_D, v_j) \leq 0$.

1In the special case where $\alpha = |P| - 2$, (i.e., the origin and destination
of the path are directly connected), still only $X = |P|Y$ defender assets
are needed as this will always guarantee every node in $P$ cannot be breached.
From before, because \( D \) was increased precisely until (4) was satisfied for all \( i > D \), there exists an \( i > D \) such that 
\[
d(v_A, v_i) - d_P(v_D, v_i) = -z + 2.
\]
Combining these two observations we see
\[
d(v_A, v_j) + d(v_A, v_i) \leq d_P(v_D, v_j) + d_P(v_D, v_i) - z + 2. \tag{5}
\]
If we select \( z = 3 + \alpha \), then (5) implies
\[
d(v_A, v_j) + d(v_A, v_i) \leq (|\{v_j, \ldots, v_i\}| - 1) - \alpha - 1. \tag{6}
\]
Observing that \( d(v_i, v_j) \leq d(v_A, v_j) + d(v_A, v_i) \), then concatenating the rest of \( \mathcal{P} \) breaks the assumption that \( \mathcal{P} \) is \( \alpha \)-hops longer than shortest.

Now, from this valid starting position, the attacker is only able to increase or decrease each advantage number by one each turn. The attacker cannot move to a position that makes the \( v_i \) and \( v_j \) dissatisfy (4) for some \( i > D \) and \( j < D \) at the same time (following the arguments from above). As such, the defender simply increases or decreases \( D \) depending on which side has a node with advantage breaking (4), if any. Again, by following the same logic as before, moving to this new position cannot make a negative advantage occur on the other side of \( v_{D+2} \), so this approach will always guarantee that (4) is satisfied for all \( v \in \mathcal{P} \) and thus the defense objective is guaranteed.

To see how this method generalizes to an attacker that can distribute their assets over multiple nodes, consider that a platoon of the above form is defined for each mass of attacker assets in the graph, where the amount of defender assets in each platoon is scaled proportionally to the associated number of attacker assets. By letting these platoons run in parallel, the defense objective can be guaranteed against any number of attackers such that \( X = (3 + \alpha)Y \).

To show \((3 + \alpha)Y \) defender assets are necessary to guarantee defense in every \((\mathcal{P}, \mathcal{G})\) that is \( \alpha \)-hops longer than shortest (as this was the number used in the sufficient platoon), consider a line graph \( \mathcal{P} \) where \( 3 + m \) consecutive nodes connect to a single node \( v' \notin \mathcal{P} \). The attacker can place all their assets at \( v' \) and in one turn move to any of the \( 3 + m \) consecutive nodes, thus all must be assigned \( Y \) defender assets at the end of the defender’s turn.

**B. Defending a Perimeter**

The second defense objective we consider is that of preventing the attacker from breaching some connected region of space, as such, we look to gain insights into problems defending the perimeter of said region. We can use the dDAB framework to model a perimeter as a cycle within a graph, i.e., the protected set \( \mathcal{P} = \{v_1, \ldots, v_{|\mathcal{P}|}\} \) where \((v_{|\mathcal{P}|}, v_1) \in \mathcal{E}, \) and \(|\mathcal{P}| \geq 3 \). In defending a perimeter, the attacker can only attempt to breach the region from outside; the shape of the region (and perimeter) ultimately affects the attacker’s capability to circle and breach the perimeter. With this in mind, we introduce the following definition in relation to the cycle graph \( \mathcal{P} \).

**Definition 2.** In a graph \( \mathcal{G} \), a protected set \( \mathcal{P} = \{v_1, \ldots, v_{|\mathcal{P}|}\} \) that is a cycle graph (i.e., \((v_i, v_{i+1}) \in \mathcal{E} \forall i \in \mathbb{Z}_{|\mathcal{P}|}\) is Graph Convex, if each turn. The attacker cannot move to a position that makes the attacker’s capability to circle and breach the perimeter.

![Fig. 3. Cycle graph as a protected set \( \mathcal{P} \) (bold nodes) to understand the defense of 2-D areas. From Theorem 2, more assets are needed as the attacker possesses greater ability to traverse the outside of the cycle. The use of pseudo-stationary defender assets essentially allow the defender to remove nodes from the protected set (bold nodes) and form a new, smaller cycle that can be defended by a platoon of three (note the allocation in this picture is not optimal but is done for illustrative purposes).]

\[
\{1, \ldots, |\mathcal{P}| - 1\} \text{ and } (v_{|\mathcal{P}|}, v_1) \in \mathcal{E}, \text{ when } |\mathcal{P}| \text{ is even},
\]

\[
\exists \hat{\nu} \in \mathcal{P} \text{ s.t. } d(v, \hat{\nu}) \geq \frac{|\mathcal{P}|}{2},
\]

and when \(|\mathcal{P}|\) is odd,

\[
\exists \hat{\nu}, \hat{\nu}' \in \mathcal{P} \text{ s.t. } d(v, \hat{\nu}) \geq d(v, \hat{\nu}') \geq \frac{|\mathcal{P}| - 1}{2}.
\]

Though Definition 2 may initially be counter-intuitive, it most accurately captures our notion of defending a region; it does not imply that \( \mathcal{P} \) is the shortest cycle at any root node, rather that the graph distance around the cycle is no shorter than following the cycle. The different definitions between even and odd cardinalities is done to handle the case that two nodes may be an equal distance around the cycle when \(|\mathcal{P}|\) is odd. Note that this definition also directly implies that the graph distance between two nodes in the cycle is no less than the shortest path between them along the cycle, i.e., 
\[
d(v_i, v_j) \geq d_P(v_i, v_j).
\]

We now seek to understand how many defender assets are needed to defend the perimeter of a region. In Proposition 1, we provide the necessary and sufficient number of defender assets to guarantee the defense of a cycle in the dDAB game.

**Proposition 1.** To guarantee the defense of a cycle graph \( \mathcal{P} \subseteq \mathcal{G} \) that is Graph Convex,

\[
X \geq 3Y \tag{7}
\]

defender assets are necessary and sufficient to guarantee the defense of \( \mathcal{P} \) in \( \mathcal{G} \).

This proposition offers a similar insights as Corollary 1: the defender requires three times the amount of attacker assets to guarantee the defense of a region that has some notion of ‘directness’. As before, we wish to understand how the shape of this region being less direct can cause the required number of assets to grow. As such, we extend the definition of Graph Convex.
Definition 3. In a graph \( G \), a protected set \( P = \{v_1, \ldots, v_{|P|}\} \) that is a cycle graph (i.e., \((v_i, v_{i+1}) \in E \forall i \in \{1, \ldots, |P| - 1\}\) and \((v_{|P|}, v_1) \in E\)) is said to be \( \beta \) Graph Convex if there exists \( Q \subseteq P \) that is the largest subset of nodes that becomes a Graph Convex cycle with the addition of any edges consecutive edges \( v_i, v_{i+k} \in Q \) that makes \( Q \) a cycle that maintains the same ordering as \( P \), and \(|P \setminus Q| = \beta\).

This definition allows us to consider perimeters that, on their own, are not Graph Convex, but can still represent a defensible perimeter.

Theorem 2. To guarantee the defense of a cycle graph \( P \subseteq G \) that is \( \beta \) Graph Convex,

\[
X \geq (3 + \beta)Y
\]  

(8)
defender assets are sufficient to guarantee the defense of \( P \) in \( G \) and necessary to guarantee the defense of every such \((P, G)\).

This theorem offers similar insights as Theorem 1: the defender can achieve their defensive objective with a reasonable amount of assets, and as the perimeter becomes less direct, the number of required defender assets increases. As with Theorem 1, we will prove the sufficiency of (8) by considering a specific type of defender policy where a platoon of 3 defender assets travel around the cycle and \( \beta \) are placed as pseudo-stationary assets that essentially remove the node from the protected set. When \( \beta = 0 \), we recover only 3 assets are needed, i.e., the attacker can not get around the outside faster than the perimeter length.

Proof of Proposition 1: We start by assuming the attacker only deploys a unit asset at a single node \( v_A \in V \) which they move to try to breach the protected set. Let the protected set be a cycle \( P = \{v_1, \ldots, v_{|P|}\} \). Consider the deployment of a platoon of three consecutive nodes along the cycle where \( v_D \) is used to reference the position of the center of the node, i.e., \( \{v_{D-1}, v_D, v_{D+1}\} \subseteq P \) with appropriate wrapping around the index set. Using the framework of the advantage number in (3), the defender must guarantee that

\[
a_i \geq 0 \forall v_i \in P.
\]  

(9)
First, we show that there exists a valid starting position for the defender that satisfies (9). Given the attacker’s starting position \( v_A \), let \( \hat{V} = \arg\max_{v \in P} d(v_A, v) \) denote the nodes in \( P \) that are farthest from \( v_A \). If \(|\hat{V}| = 1 \) (or \(|P| \) is even) then pick \( v_D = \arg\max_{v \in \hat{V}} d_P(\hat{v}, v_D) \) as the opposite side of the cycle as \( \hat{v} \in \hat{V} \). If \(|\hat{V}| = 2 \) (or \(|P| \) is odd) then pick \( v_D \in \cap_{v \in \hat{V}} \arg\max_{v \in \hat{V}} d_P(\hat{v}, v_D) \), or the node equally far from each in \( \hat{V} \). Note that in either case, \( d_P(\hat{v}, v_D) = \lceil |P|/2 \rceil \). Now, if there exists a \( v_i \in P \) such that \( a_i < 0 \), then

\[
d(v_A, \hat{v}) \leq d(v_A, v_i) + d(v_i, \hat{v}) < d_P(v_D, v_i) + d_P(v_i, \hat{v}) = \lceil |P|/2 \rceil,
\]
or the cycle does not satisfy Graph Convex.

From this starting position, we show that the attacker can not move to make the advantage number negative on both sides of the platoon. Let \( P^{ccw}(v_D) \) denote the set of nodes in \( P \) on the clockwise half of \( v_D \) and \( P^{ccw}(v_D) \) the set of those on the counter-clockwise half. If there exists a \( v_i \in P^{ccw}(v_D) \) and a \( v_j \in P^{ccw}(v_D) \) such that \( a_i, a_j < 0 \) and \( v_D \) on the shorter path between them in \( P \), then \( d(v_A, v_i) + d(v_A, v_j) < d_P(v_D, v_i) + d_P(v_D, v_j) \) implies there is a shorter path around than the cycle and \( \beta = 0 \) is contradicted. If there exists a \( v_i \in P^{ccw}(v_D) \) and a \( v_j \in P^{ccw}(v_D) \) such that \( a_i, a_j < 0 \) and \( v_D \) on the longer path between them in \( P \), then \( v_A \) can reach any node in the cycle in less than \(||P|/2|\) and Graph Convex is again contradicted.

Finally, we show that the defender can always move to maintain a non-negative advantage number at every node. The attacker may only move one space per turn and thus may only increase or decrease an advantage number by one. From before, a negative advantage can only occur in the clockwise or counter-clockwise half of the cycle from \( v_D \) respectively. If there exists \( v_j \in P^{ccw}(v_D) \) such that \( a_i = -1 \) moving \( v_D \) clockwise will make it zero. Note that this movement cannot make a node \( v_j \in P^{ccw}(v_D) \) become \( a_i = -1 \) else \( d(v_A, v_i) = d_P(v_D, v_i) \) and \( d(v_A, v_j) < d_P(v_D, v_j) \), implying

\[
d(v_i, v_j) \leq d(v_A, v_i) + d(v_A, v_j) < d_P(v_D, v_i) + d_P(v_D, v_j),
\]
contradicting the Graph Convex assumption again.

\( \Box \)

Proof of Theorem 2: To guarantee the defense of perimeters that are \( \beta \) Graph Convex with \( \beta > 0 \), we consider the use of pseudo-stationary assets, where when such an asset is placed at a node, it does not move unless the platoon is adjacent to it. When the platoon would move through the node the pseudo-stationary asset was assigned to, the asset instead moves with the platoon, in front of it. When the (now length 4) platoon would move to no longer cover the original node with a pseudo-stationary asset, it leaves an asset behind at the original position (returning to a platoon of 3). This approach essentially removes the node to which a pseudo-stationary asset is assigned from the protected set \( P \), as the movement of the defending assets is now equivalent to skipping this node and leaving an asset on it at all times (see Fig. 3).

To devise a sufficient policy, consider placing a pseudo-stationary asset at each \( v \in P \setminus Q \), of which there are \( \beta \). The nodes in \( Q \) can now be defended as a cycle, as the pseudo-stationary assets essentially act as edge for the platoon of 3 to travel only on nodes in \( Q \). The result of Proposition 1 shows the platoon of 3 can defend \( Q \).

To see that this is necessary, consider a cycle where \( 3 + \beta \) consecutive nodes in \( P \) are connected to a node \( v \notin P \). Then each of those \( 3 + \beta \) nodes must posses a defender asset when \( v_A = v \); additionally, the furthest node from \( v \in P \) is \(||P|/2| - \beta \) hops away so the cycle is Graph Convex.

To extend this result to a general adversary, consider assigning the pseudo-stationary nodes with \( Y \) assets at each then fractionalizing the remaining \( 3Y \) assets into platoons in
response to how the attacker fractionalize its own assets, as was done in Theorem 1.

C. Insights on General Defense Objectives

In the previous subsections, we have gained insights into how defense policies can be designed to defend paths and perimeters, however, we may also be tasked with defending more general structures. In Remark 1, we address this by letting \( \mathcal{P} \) be an arbitrary subset of the vertex set and use our previous results to gain an understanding of how to devise defense strategies in this setting.

**Remark 1.** Let \( \mathcal{P} \subseteq \{ \cup_{i=1}^{A} L_i \} \cup \{ \cup_{j=1}^{B} C_j \} \) be a protected set formed by a union of line graphs \( L_i \) and cycles \( C_j \), where each line graph \( L_i \) is \( \alpha_i \)-hops longer than short and each cycle is \( \beta_j \)-hops longer around. Then

\[
X \geq \left( \sum_{i=1}^{A} (3 + \alpha_i) + \sum_{j=1}^{B} (3 + 2\beta_j) \right) Y, \tag{10}
\]

defender assets are sufficient in any such \( (\mathcal{P}, \mathcal{G}) \) and necessary to guarantee every such \( (\mathcal{P}, \mathcal{G}) \) can be defended.

Essentially, for any protected set \( \mathcal{P} \), if we can define a union of line graphs and cycles that cover \( \mathcal{P} \), then we can come up with a defense policy and number of assets that is guaranteed to guard the protected set using results from Theorem 1 and Theorem 2. In some contexts, this can be intuitive and potentially describe the necessary number of defender assets, e.g., a line graph connecting two cycles. In general, it can become context dependent on how well this approach does relative the minimum number of assets needed to defend the arbitrary protected set \( \mathcal{P} \).

IV. Conclusion

In this work, we used the model of dynamic Defender-Attacker Blotto games to understand the level of investment in defensive assets needed to guarantee the protection of a path or perimeter. By considering the graph-centric approach, we found the necessary and sufficient number of assets needed to defend line and cycle graphs respectively, and extended these results to a spatial interpretation to gain insights about paths and perimeters in 2-Dimensional space. Future work will investigate defending more general types of regions and consider how uncertainty about an attacker’s capabilities can affect our defense guarantees.
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