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Abstract—We address the problem of selecting sensors for the estimation of binary random variables, so as to minimize the probability of error. This problem arises when a large number of sensors are potentially available, but only a few can actually be used for estimation purposes. While sensor selection is a combinatorial problem, we show that the optimization of an upper bound on the probability of error can be formulated as a submodular maximization for which computationally efficient algorithms can provide solutions with guaranteed performance. The submodular optimization that needs to be solved involves the computation of an expected value that generally cannot be computed in closed form, but we show that replacing the expected value by a Monte Carlo empirical mean can result in negligible loss of performance with high probability. We illustrate the use of these results in the context of detecting illegal unreported and unregulated (IUU) fishing.

I. INTRODUCTION

Binary detection refers to the problem of making a binary decision based on noisy measurements, while minimizing the probability of error. In many such detection problems, part of the decision process involves selecting the set of sensors that will provide the measurements without knowing the actual values of the measurements that the sensors will report.

This paper addresses the optimal sensor selection for binary detection, in scenarios where the decision maker has a “budget” that limits how many sensors can be queried and wants to “purchase” measurements from those sensors that will result in the smallest probability of error. Here, “budget” and “purchase” should be understood in a broad sense. For example, when decisions are made based on very large datasets, “purchasing” a particular measurement may mean running a classification algorithm on a subset of the available dataset and the decision-maker’s “budget” may correspond to a limitation in computational power.

Optimal sensor selection arises in numerous domains but our work is mainly motivated by problems in environmental conservation and computer security. The detection of illegal, unreported and unregulated (IUU) fishing is a national priority to many nations including the USA and recent reports on IUU fishing estimate that one in five fish in global markets are caught by vessels illegally, amounting to about $23.5B per year [3]. A wide range of measurements can be used for the detection of IUU fishing, ranging from the time series of the vessels’ automatic identification system (AIS) to satellite imagery [16]. AIS data is widely available and inexpensive [1], but it can be manipulated by vessels engaged in IUU [6, 9] and it is hard to interpret, so the continuous monitoring of global AIS data is computationally very demanding. Satellite imagery can be much more reliable, but is expensive.

In computer security, sensor selection is generally needed to address computational limitations, which force cyber-defense systems to make decisions based just on a subset of the data that is available. Cyber-sensors that monitor low-level events like network traffic, email activity, access to services or files and user authentication generate volumes of data that cannot be extensively processed in real-time [12]. Instead, anomaly detection systems typically focus their efforts on small subsets of the full data logs.

We formulate the sensor selection problem as an optimization over a large set of $L$ random variables, each representing one sensor measurement, that seeks to find the “best” $K \ll L$ random variables. In this context, “best” should be understood as getting the smallest detection error for an optimal estimator that uses these $K$ variables (see Section II).

Optimal sensor selection problems are typically computationally difficult and the one considered here is no exception. However, we show that the function that maps sets of sensor random variables to the probability of error of the optimal detector can be upper-bounded in terms of a submodular function. Moreover, minimizing this upper bound is equivalent to a submodular maximization (see Section III), which enables the use of tools from submodular optimization in optimal sensor selection problems for binary detection.

A key difficulty in solving the submodular maximization arising in sensor selection is that the function to be maximized takes the form of an expected value over the sensor measurements, which is typically difficult to compute in closed form. To overcome this difficulty we use a stochastic version of the classical submodular greedy algorithm that makes selections based on an empirical expectation rather than the true expected value. A sample-complexity bound is provided in Section IV, which guarantees with high probability that the proposed stochastic greedy algorithm does not fall below $\left(1 - e^{-1}\right)$ of the global maximum by more than a predefined offset $\epsilon > 0$, which can be made arbitrarily small.
The results in this paper are illustrated through numerical examples related to IUU fishing. Specifically, given a reported path for a vessel suspected of engaging in IUU fishing, we determine where one should gather satellite imaging and AIS tracks to provide the best estimate of whether or not the vessel is indeed engaging in fishing. The results shown are based on data made available by Global Fishing Watch [1], from which one can extract information about fishing effort (measured in hour per day) since 2012 for the whole Earth.

A. Related Work

Sensor selection is closely related to experiment design for which a large literature is available. While sensor selection is a combinatorial problem, it has recently been recognized that several sensor selection problems can be formulated as submodular optimization problems. In the context of estimating continuous random variables, it has been shown for linear measurement models that the negative of the log-determinant of the error covariance of the maximum a posteriori estimator (MAP) is submodular and thus amenable to optimization using greedy algorithms [11, 18–20]. This observation was recently extended to nonlinear measurement models by using the inverse of the Fisher Information Matrix as a proxy for the error covariance [14]. In the setting of sensor placement, it was proposed in [7] to select sensors to minimize the conditional entropy of the a posteriori distribution and in [15] to minimize the Kullback–Leibler divergence between the a-posteriori and a-priori distributions, both leading to submodular optimizations closely related to the one proposed here. However, we shall see that in the context of minimizing the probability of error for binary detection problems, the bound proposed here is typically tighter.

A stochastic submodular optimization was recently considered in [2, 13] for the maximization of functions of the form $f(X) = E[F(X, z)]$ where $z$ is a random variable and $F(X, z)$ a function that is submodular in $X$, for every realization of $z$. More recently, [8, 17] considered the case where $f(X)$ is submodular, but not necessarily $F(X, z)$, which is the case we will encounter in our paper and was not allowed in the previous references. Both [17] and [8] use stochastic continuous greedy algorithms, rather than the discrete greedy algorithm that we propose here. We will show that the computational complexity of our algorithm compares favorably to these alternative algorithms when the number of sensors is large.

II. Problem Formulation

Consider the problem of estimating the value of a Bernoulli random variable $\theta \in \{0, 1\}$, while minimizing a criteria of the form

$$AP(\hat{\theta} = 1, \theta = 0) + B P(\hat{\theta} = 0, \theta = 1),$$

where $\hat{\theta}$ denotes the estimate and $A \geq 0$, $B \geq 0$ parameters that establish the cost of a false positive and a false detection, respectively. Without loss of generality, we assume that $A + B = 1$.

To estimate $\theta$ we have available $L$ sensors whose measurements can be viewed as random variables

$$\{y_\ell : \ell \in \mathcal{L}\}, \quad \mathcal{L} := \{1, 2, \ldots, L\}$$

that depend on $\theta$. However, the estimator $\hat{\theta}$ can only use the measurements produced by a subset of the sensors

$$y_X := \{y_\ell : \ell \in X\}, \quad X \subset \mathcal{L}.$$ 

Given a specific selection of sensors $X$, the construction of the optimal estimator based on $y_X$ is straightforward as summarized in the following proposition that we prove in the technical report [10].

**Proposition 1:** For a given subset $X$ of $\mathcal{L}$, the cost (1) is lower bounded by

$$J_X := AP(\hat{\theta} = 1, \theta = 0) + B P(\hat{\theta} = 0, \theta = 1) \geq J^*(X) = E \left[ \min \{Ap(0|y_X), Bp(1|y_X)\} \right],$$

with equality for the optimal estimator

$$\hat{\theta}(y_X) = \begin{cases} 1 & Ap(0|y_X) \leq Bp(1|y_X) \\ 0 & \text{otherwise} \end{cases}$$

where $p(\theta|y_X)$ denotes the conditional distribution of $\theta$ given the measurements $y_X$ produced by the sensors in $X$. \hfill \Box

The key problem addressed in this paper is the selection of a set $X \subset \mathcal{L}$ with no more than $K$ elements that minimizes the cost $J^*(X)$ in (2) associated with the optimal estimator:

$$\min_{X \subset \mathcal{L}| |X| \leq K} J^*(X),$$

with the minimization carried out over all subsets of $\mathcal{L}$ with no more than $K$ elements.

The minimization in (4) is combinatorial, which is complicated by the fact that the map $X \mapsto J^*(X)$ does not appear to have any of the properties that usually simplify this type of optimization. In fact, one can show by example that it is neither supermodular nor submodular, even when the measurements $y_j$, $j \in \mathcal{L}$ are conditionally independent of each other given $\theta$. However, we shall see shortly that $J^*(X)$ can be upper bounded in terms of a submodular function, which is easier to optimize.

**Remark 1 (Sensor Reveal Games):** The problem formulation above assumed that $\theta$ is a Bernoulli random variable with known a-priori distribution. In IUU this is often not the case, as the decision to engage in fishing is determined by another decision maker whose goals and capabilities may not be known. In addition, for AIS measurements the vessel’s operator has the ability to manipulate the sensor, e.g., by turning it on and off. We have shown in [9] that the resulting detection problem can be viewed as a 2-player nonzero sum sensor-reveal game for which fictitious play is guaranteed to converge. In practice, this means that if the detector observes the actions of the other player, constructs an empirical average of the a-priori distribution of $\theta$, and makes optimal decisions based on that estimated distribution (e.g., using the algorithms developed in this paper), the game is guaranteed to converge to a Nash equilibrium. \hfill \Box
III. Optimality Bound

To state the main result of this section, we recall that given two scalars \( p_1, q_1 \in [0, 1] \), the Kullback–Leibler (KL) divergence between the two Bernoulli distributions \( \bar{p}, p \) with the KL-divergence between the a-posteriori distribution \( \bar{p} \) and the \( f \) function \( X \) with subset \( \mathcal{L} \), the optimal cost is given by

\[
p(\theta) = \begin{cases} 
    p_1 & \theta = 1 \\
    1 - p_1 & \theta = 0
\end{cases}
\quad q(\theta) = \begin{cases} 
    q_1 & \theta = 1 \\
    1 - q_1 & \theta = 0
\end{cases}
\]

is given by

\[
D_{KL}(p(\theta)\|q(\theta)) = \delta_{KL}(p_1, q_1) = p_1 \log \frac{p_1}{q_1} + (1 - p_1) \log \frac{1 - p_1}{1 - q_1}.
\]

The following result relates the optimal cost \( J^* \) in (2) with the KL-divergence between the a-posteriori distribution \( p(\theta|y_X) \) of \( \theta \) given \( y_X \) and an arbitrary Bernoulli distribution \( \bar{p}(\cdot) \).

**Theorem 1:** Given a Bernoulli distribution \( \bar{p}(\cdot) \), for every subset \( X \subset \mathcal{L} \) we have that

\[
\kappa J^*(X) \leq \eta - E \left[ D_{KL}(p(\theta|y_X)\|\bar{p}(\theta)) \right],
\]

with

\[
\kappa := \frac{\eta - \delta_{KL}(A, \bar{p}(1))}{AB},
\eta := \max \left\{ -\log \bar{p}(0), -\log \bar{p}(1) \right\}.
\]

For the uniform distribution \( \bar{p}(1) = 1/2 \), we get

\[
\kappa = \frac{1}{A} \log \left( 1 + \frac{A}{B} \right) + \frac{1}{B} \log \left( 1 + \frac{B}{A} \right), \quad \eta = \log 2.
\]

In view of the bound (6), the optimal cost \( J^* \) can be decreased by selecting a subset \( X \subset \mathcal{L} \) that maximizes

\[
J_{\text{sub}}(X) := E \left[ D_{KL}(p(\theta|y_X)\|\bar{p}(\theta)) \right].
\]

The following result establishes that the map \( X \mapsto J_{\text{sub}}(X) \) is monotone and submodular, which will enable the use of tools from submodular maximization. We recall that a function \( f : 2^\mathcal{L} \mapsto \mathbb{R} \) that maps subsets of a finite set \( \mathcal{L} \) to \( \mathbb{R} \) is called submodular if for every \( X \subset Y \subset \mathcal{L}, z \in \mathcal{L}\setminus Y \)

\[
f(X \cup \{z\}) - f(X) \geq f(Y \cup \{z\}) - f(Y)
\]

and monotone if

\[
X \subset Y \implies f(X) \leq f(Y).
\]

**Lemma 1:** Assuming that all the random variables \( \{y_\ell : \ell \in \mathcal{L}\} \) are conditionally independent given \( \theta \), for every \( X \subset Y \subset \mathcal{L}, z \in \mathcal{L}\setminus Y \)

\[
J_{\text{sub}}(X \cup \{z\}) - J_{\text{sub}}(X) \geq 0
\]

\[
J_{\text{sub}}(X \cup \{z\}) - J_{\text{sub}}(X) - J_{\text{sub}}(Y \cup \{z\}) + J_{\text{sub}}(Y) \geq 0,
\]

which shows that the map \( X \mapsto J_{\text{sub}}(X) \) is monotone and submodular. Moreover,

\[
J_{\text{sub}}(X \cup \{z\}) - J_{\text{sub}}(X) = E \left[ \log \left( 1 + \rho(\theta|y_X) \right) \right] - E \left[ \log \left( 1 + \rho(\theta|y_X, y_z) \right) \right],
\]

with

\[
\rho(\theta|y_Z) := \frac{1 - p(\theta|y_Z)}{p(\theta|y_Z)}, \quad \forall Z \subset \mathcal{L},
\]

where \( \rho(\theta|y_Z) \) and the joint probabilities \( p(y_Z, \theta) \) can be computed recursively using

\[
p(y_Z, \theta) = p(y_z | \theta)p(y_X, \theta),
\]

\[
\rho(\theta|y_Z, y_z) = \frac{p(y_z | \theta)p(y_X, \theta)}{p(y_Z, \theta)}.
\]

**Remark 2:** In the context of sensor placement, it was proposed in [15] to maximize the KL-divergence between the a-posteriori and a-priori distributions. For binary detection, this can be formally justified by Theorem 1, with the caveat that one generally gets a smaller upper bound in (6) by using the KL-divergence between the a-posterior and the fixed uniform distribution \( \bar{p}(1) = 1/2 \), rather than the a-priori distribution for \( \theta \). In essence, the goal here is not necessarily to select those measurements that lead to the largest distance from an a-priori to a posteriori distribution, but rather those measurements that minimize the total uncertainty within the a-posteriori distribution; and therefore we want to end up “far away” (in the KL-divergence sense) from the uniform distribution.

\[\square\]

The proofs of Theorem 1 and Lemma 1 can be found in the technical report [10].

IV. Stochastic Submodular Optimization

We are interested in optimizations of monotone submodular functions of the form:

\[
\max \{ f(X) : |X| \leq K, X \subset \mathcal{L} \}
\]

The following algorithm can be used to approximately solve this optimization.

**Algorithm 1 (Greedy with suboptimal selection):** Given \( \epsilon \geq 0, \gamma \geq 1 \) the following algorithm returns a set \( X_K \) with \( K \) elements:

1. Initialize \( X_0 = \emptyset \).
2. For each \( k \in \{1, 2, \ldots, K\} \):
   a) Pick an \( x_k \in \mathcal{L}\setminus X_{k-1} \) for which
      \[
      \gamma \left( \epsilon + f(X_{k-1} \cup \{x_k\}) - f(X_{k-1}) \right)
      \geq \max_{x \in \mathcal{L}\setminus X_{k-1}} f(X_{k-1} \cup \{x\}) - f(X_{k-1})
      \]
   b) Set \( X_k = X_{k-1} \cup \{x_k\} \).

The following result adapted from [4] establishes a lower bound on the value of \( f \) on the final set \( X_k \), as a function of the value of \( f \) on any other set \( X^* \). The result is particularly useful for the set \( X^* \) that solves (14).
Theorem 2 (Deterministic): Assume that \( f \) is monotone, submodular, and \( f(\emptyset) = 0 \). For any set \( X^* \subset \mathcal{L} \) with \( |X^*| = K \) and every \( \epsilon > 0, \gamma \geq 1 \), the set \( X_K \) returned by Algorithm 1 satisfies
\[
\Pr\left( f(X_K) \geq \left( 1 - \left( 1 - \frac{1}{\gamma K} \right)^K \right)(f(X^*) - \gamma K\epsilon) \right) \geq 1 - \delta.
\]

Consider now a monotone submodular function \( f : 2^\mathcal{L} \to \mathbb{R} \) of the form
\[
f(X) = E[F(X, z)]
\]
where \( F : 2^\mathcal{L} \times \mathcal{Z} \to \mathbb{R} \) and \( z \) is a random variable taking values in \( \mathcal{Z} \). The following greedy algorithm selects each point \( x_k \) based on an empirical average of \( F(X, z) \).

Algorithm 2 (Greedy with stochastic optimal selection): Given \( z_1, \ldots, z_m \) independent identically distributed random variables with the same distribution as \( z \), the following algorithm returns a set \( X_K \) with \( K \) elements:

1. Initialize \( X_0 = \emptyset \).
2. For each \( k \in \{1, 2, \ldots, K\} \):
   a. Pick an \( x_k \in \mathcal{L} \setminus X_{k-1} \) for which
   \[
f_M(X_{k-1} \cup \{x_k\}) = \max_{x \in \mathcal{L} \setminus X_{k-1}} f_M(X_{k-1} \cup \{x\})
   \]
   where
   \[
f_M(X) = \frac{1}{M} \sum_{m=1}^M F(X, z_m)
   \]
   b. Set \( X_k = X_{k-1} \cup \{x_k\} \).

Note that Algorithm 2 operates on a fixed set of random variables \( z_1, \ldots, z_m \) which retain their values across iterations of the algorithm. It is also important to note that, while we assume that the expected value in (16) is submodular, the empirical average in (17) may not be submodular.

Theorem 3 (Stochastic): Assume that \( f \) is monotone, submodular, and \( f(\emptyset) = 0 \). For any set \( X^* \subset \mathcal{L} \) with \( |X^*| = K \) and every \( \bar{\epsilon} > 0 \), the set \( X_K \) returned by Algorithm 2 satisfies
\[
\Pr\left( f(X_K) \geq \left( 1 - \left( 1 - \frac{1}{K} \right)^K \right)(f(X^*) - \bar{\epsilon}) \right) \geq 1 - \delta
\]
with
\[
\delta = KL\epsilon^3 \frac{2\sigma^2M}{\epsilon^2 + 3K\Delta}.
\]

Remark 3 (Complexity): Algorithm 2 requires \( O(MKL) \) evaluations of the function \( F(\cdot) \) in (16). In view of (20), this leads to complexity
\[
O\left( \frac{K^3\ln^2}{\epsilon^2} + \frac{K^2L\Delta/3}{\epsilon} \log \frac{KL}{\delta} \right).
\]

The continuous SCG++ algorithms proposed in [8] could also be used to solve the stochastic submodular optimization that arises here. The complexity bound provided for their algorithm is \( O(K^3L^2/\epsilon^2) \), which could be significantly worst for large \( L \). In the context of our detection problem, a large value for \( L \) corresponds to scenarios with a large number of sensors to choose from.

A. Proof of Theorem 3

The following lemma provides the main technical result needed to prove Theorem 3.

Lemma 2: For every \( \epsilon > 0 \),
\[
P\left( f(X_{k-1} \cup \{x_k\}) < \max_{x \in \mathcal{L} \setminus X_{k-1}} f(X_{k-1} \cup \{x\}) - \epsilon \right) \leq \frac{2}{M} \epsilon^{-2M}
\]
with the understanding that some tie-breaking algorithm is used to select the values of these variables when the maximum is not unique. In this case, \( x^+ \) is a deterministic function of the random variables \( z_m \) and is therefore a random variable.

The probability in the left-hand side of (21) can be expressed in terms of \( x^*, x^+ \) as
\[
P\left( x^+ \in \mathcal{L}_\text{bad}[\epsilon] \right) = \sum_{x \in \mathcal{L}_\text{bad}[\epsilon]} P(x^+ = x),
\]
where
\[
\mathcal{L}_\text{bad}[\epsilon] := \{ x \in \mathcal{L} \setminus X_{k-1} : f(X_{k-1} \cup \{x\}) - f(X_{k-1}) < f(X_{k-1} \cup \{x^*\}) - f(X_{k-1}) - \epsilon \}.
\]

In view of (16), we can write
\[
\mathcal{L}_\text{bad}[\epsilon] = \{ x \in \mathcal{L} \setminus X_{k-1} : E[G_k(x, x^*, z)] < -\epsilon \}.
\]

The definition of \( x^+ \) guarantees that
\[
\frac{1}{M} \sum_{m=1}^M F(X_{k-1} \cup \{x^+\}, z_m) = f_M(X_{k-1} \cup \{x^+\})
\]
and therefore, for any \( x \in \mathcal{L} \setminus X_{k-1} \), we have that
\[
\Pr\left( f_M(X_{k-1} \cup \{x^+\}) \geq \left( 1 - \left( 1 - \frac{1}{K} \right)^K \right)(f(X^*) - \epsilon) \right) \geq 1 - \delta.
\]
where
\[ G_k^M(x, x^*, z_1, \ldots, z_M) := \frac{1}{M} \sum_{m=1}^M G_k(x, x^*, z_m). \]

Further, since all the \( z_m \) are independent, we can use Chernoff’s upper tail inequality in [5, Theorem 2.10] to conclude that, for every \( \lambda \geq 0 \),
\[
\Pr \left( G_k^M(x, x^*, z_1, \ldots, z_M) \geq \lambda \right) \leq e^{-\frac{1}{2} \frac{\lambda^2}{\sum_{m=1}^M \Delta_{m}\gamma^3}}.
\] (25)

Since all the \( z_m \) have the same distribution as \( z \), we conclude from (23) that
\[
\Pr \left( G_k^M(x, x^*, z_1, \ldots, z_M) \geq \lambda \right) \leq e^{-\frac{1}{2} \frac{\lambda^2}{\sigma^2 + \Delta}\gamma^3}.
\]

Moreover, since the right-hand side is monotone decreasing with respect to the absolute value of \( \lambda \) and this can never be smaller than \( \epsilon \), we conclude from this, (22), and (24) that
\[
\Pr \left( x^* \in \mathcal{L}_{bad}[\epsilon, \gamma] \right) \leq \sum_{x \in \mathcal{L}_{bad}[\epsilon, \gamma]} e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2 + \Delta\gamma^3}}.
\]

from which (21) follows.

**Proof of Theorem 3.** In view of Lemma 2, the probability that (15) will not hold with \( \gamma = 1 \) and \( \epsilon = \epsilon/K \) for at least one of the \( K \) iterations of Algorithms 2 is no larger than
\[
KL e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2 + \Delta\gamma^3}} = \delta.
\]

The result then follows from Theorem 2, applied to the submodular function \( f(X) \) in (16), for which we have just established that (15) holds for all \( K \) iterations with probability, at least \( 1 - \delta \).

**V. Detection of IUU Fishing**

In the context of IUU fishing detection, we are interested in estimating the value of a random variable \( \theta \) that reflects whether or not a vessel \( v \) is engaging in illegal fishing. The measurements \( \{y_\ell : \ell \in \mathcal{L}\} \) can be obtained by a variety of sensors, but we focus our attention on sensors that examine automatic identification system (AIS) tracks and satellite imagery. AIS tracks typically include the ship’s identity and GPS-based position, compass heading, speed, and rates of turn. For both AIS and satellite imagery, different measurements correspond to different selections of a region of space and time over which the AIS or satellite data will be analyzed. AIS data is relatively cheap to access, but very prone to missed detections because vessels can turn off their AIS transponders [6, 9]. Satellite imagery is harder to manipulate but expensive to collect on a large scale. As selecting those measurements \( y \) that minimize the optimal probability of error in (2) is difficult, we minimize instead the expected value of the KL-divergence in (7).

Our measurement model assumes that the overall spatial region of interest and interval of time have been partitioned into \( L \) spatio-temporal segments \( \{s_\ell : \ell \in \mathcal{L}\} \), each corresponding to a small spatial cell and sub-interval of time. For a ship \( v \) and a spatio-temporal segment \( s_\ell \), we assume that the classification algorithms that run on AIS and/or satellite imagery collected on \( s_\ell \) can return one of three values:

\[
y_\ell = \begin{cases} 
0 & v \text{ not detected in } s_\ell, \\
1 & v \text{ detected in } s_\ell, \text{ not fishing} \\
2 & v \text{ detected in } s_\ell, \text{ fishing}.
\end{cases}
\]

However, the classification algorithms are not perfect and can produce misclassifications according to the following error probabilities:

\[
\begin{align*}
p_{1\text{loc}} &= \Pr(y_\ell = 1 \mid v \text{ not in } s_\ell) \\
p_{2\text{loc}} &= \Pr(y_\ell = 2 \mid v \text{ not in } s_\ell) \\
p_{0\text{loc}} &= \Pr(y_\ell = 0 \mid v \text{ in } s_\ell, \text{ not fishing}) \\
p_{0\text{loc}} &= \Pr(y_\ell = 0 \mid v \text{ in } s_\ell, \text{ fishing}) \\
p_{1\text{cla}} &= \Pr(y_\ell = 1 \mid v \text{ in } s_\ell, \text{ fishing}) \\
p_{2\text{cla}} &= \Pr(y_\ell = 2 \mid v \text{ in } s_\ell, \text{ not fishing}).
\end{align*}
\]

In essence, \( p_{1\text{loc}}, p_{2\text{loc}}, p_{0\text{loc}} \) can be viewed as localization errors, and \( p_{1\text{cla}}, p_{2\text{cla}} \) as classification errors. Assuming that the \( y_\ell \) are conditionally independent of \( \theta \), given any of the events in the definition of the error probabilities above, we can use the law of total probability to compute the conditional distributions of an individual measurement \( y_\ell \) given \( \theta \), which appear in the right-hand sides of (12)–(13):

\[
\begin{align*}
p(0 \mid 0) &= (1 - p_{1\text{loc}} - p_{2\text{loc}})(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 0)) \\
&\quad + p_{1\text{loc}} \Pr(v \text{ in } s_\ell \mid \theta_v = 0) \\
p(0 \mid 1) &= (1 - p_{1\text{loc}} - p_{2\text{loc}})(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 1)) \\
&\quad + p_{1\text{loc}} \Pr(v \text{ in } s_\ell \mid \theta_v = 1) \\
p(1 \mid 0) &= p_{1\text{loc}}(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 0)) \\
&\quad + (1 - p_{0\text{loc}} - p_{2\text{cla}}) \Pr(v \text{ in } s_\ell \mid \theta_v = 0) \\
p(1 \mid 1) &= p_{1\text{loc}}(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 1)) \\
&\quad + (1 - p_{0\text{loc}} - p_{2\text{cla}}) \Pr(v \text{ in } s_\ell \text{ not fishing} \mid \theta_v = 1) \\
&\quad + p_{2\text{cla}} \Pr(v \text{ in } s_\ell \text{ and fishing} \mid \theta_v = 1) \\
p(2 \mid 0) &= p_{2\text{loc}}(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 0)) \\
&\quad + p_{2\text{cla}} \Pr(v \text{ in } s_\ell \mid \theta_v = 0) \\
p(2 \mid 1) &= p_{2\text{loc}}(1 - \Pr(v \text{ in } s_\ell \mid \theta_v = 1)) \\
&\quad + p_{2\text{cla}} \Pr(v \text{ in } s_\ell \text{ not fishing} \mid \theta_v = 1)
\end{align*}
\]
To compute the conditional distribution above, we need three “behavioral parameters”: (i) the probability that a vessel engaged in IUU fishing will be in $s_{\ell}$, (ii) the probability that a vessel not engaged in IUU fishing will be in $s_{\ell}$, and (iii) the probability that a vessel engaged in IUU fishing and in $s_{\ell}$ will actually fish. For illustration purposes, we assumed the following model

$$P(v \text{ in } s_{\ell} \text{ not fishing} \mid \theta_v = 1) = (1 - P(\text{fishing} \mid \theta_v = 1, v \text{ in } s_{\ell})) P(v \text{ in } s_{\ell} \mid \theta_v = 1)$$

$$P(v \text{ in } s_{\ell} \text{ and fishing} \mid \theta_v = 1) = P(\text{fishing} \mid \theta_v = 1, v \text{ in } s_{\ell}) P(v \text{ in } s_{\ell} \mid \theta_v = 1).$$

which essentially assumes: (i) the probability that a ship deviates from its declared path decreases exponentially with the distance to the path, with the caveat that for vessels engaged in IUU fishing this probability also decreases with the distance to good fishing grounds; and (ii) the probability that an IUU fishing vessel will fish in $s_{\ell}$ increases monotonically with the historic record of fishing effort in the region $s_{\ell}$, measured in number of hours of fishing per month during the period of interest.

Figure 1 shows the paths of two vessels and the corresponding sensor selections obtained from Algorithm 2 to maximize the expected value of the KL-divergence in (7). We recall that the expectation in (7) is taken with respect to the measurements $y_X$ that would have been obtained using the sensors $X \subset \mathcal{L}$. Algorithm 2, replaces this expected value by an empirical average that we computed using $M = 3000$ Monte Carlo samples consistent with the measurement model described in the previous paragraph. For the historic fishing effort, we used data from Global Fishing Watch (GFW), for the month of June 2016 for which vessel tracks are available with position resolutions of 1/100th of a degree [1]. The regions $s_{\ell}$ used are approximately square corresponding to 1/5th of a degree in latitude and longitude. The remaining parameters used for these results can be found in Table I.

### Table I: Parameters used for the numerical results

<table>
<thead>
<tr>
<th>$p_{\text{loc}}^0$</th>
<th>$p_{\text{loc}}^1$</th>
<th>$p_{\text{clo}}^0$</th>
<th>$p_{\text{clo}}^1$</th>
<th>$\tau_0$</th>
<th>$\tau_1$</th>
<th>$\tau_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>2%</td>
<td>30%</td>
<td>30%</td>
<td>.25 deg</td>
<td>5 deg</td>
<td>5 deg</td>
</tr>
</tbody>
</table>

$\lambda = .9$

$\eta = 100$ hours

$P_3 = 1$

$P_4 = 1$.

To address optimal sensor selection in estimating binary random variables. Our approach involves minimizing an upper bound on the error probability, which can be converted into the maximization of a submodular function. We then provide a randomized algorithm for which we provide sample complexity bounds. We presented numerical results related to the detection of IUU fishing using AIS tracks or satellite imagery. These results are based on real fishing effort data, but we have used synthetic parameters for the sensors. For AIS sensors, the estimation of these parameters should be possible based on data available from GWF.
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Fig. 1: The top maps show synthetically generated paths for two vessels, one traveling from Nagasaki, Japan to Keelung, Taiwan (a) and another from Shanghai, China to Lázaro Cárdenas, Mexico (b). The bottom maps show the corresponding 5 regions selected by Algorithm 2 for sensor-data processing. The paths are represented by blue lines and the regions by red squares. The background colors in (a) and (b) represent distance to areas of large fishing effort and the background colors in (c) and (d) represents historic fishing effort in hours per month.
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