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ABSTRACT: The logarithmic number system (LNS) has found appeal in digital arithmetic because it allows multiplication and division to be performed much faster and more accurately than with widely-used floating-point (FP) number formats. We present a comprehensive review and comparison of various techniques and architectures for performing arithmetic operations efficiently in LNS, using the sign/logarithm format, and focus on the European Logarithmic Microprocessor (ELM), a device built in the framework of a research project launched in 1999, as an important case study. Comparison of the arithmetic performance of ELM with that of a commercial superscalar pipelined FP processor of the same vintage and technology confirms that LNS has the potential for successful deployment in general-purpose systems. Besides paying due attention to LNS attributes beyond computational speed and accuracy, novel contributions of this survey include an exploration of the relationship of LNS with the emerging field of approximate computing and a discussion of the discrete logarithmic number system.

KEYWORDS: ALU design; Computation errors; Interpolation; Logarithmic arithmetic; Performance per watt; Real arithmetic.

1 INTRODUCTION

Proposals for the logarithmic number system (LNS), a representation scheme where the representation of a number consists of the sign of the number appended to the logarithm of its absolute value, emerged in the 1970s. In 1971, Kingsbury and Rayner [1] introduced “logarithmic arithmetic” for digital signal processing. Later, in 1975, a similar logarithmic number system was proposed by Swartzlander and Alexopoulos [2], who used scaling to avoid negative logarithms. Independently, Lee and Edgar proposed a similar number representation method in 1977 [3-4]. These proposals were all motivated by simple multiplication and division in LNS as well as its superior error characteristics compared with both fixed- and floating-point arithmetic. By the 2000s, properties and advantages of LNS were being described in textbooks and technical reference books [5-6].

The sign/logarithm number system speeds up multiplication and division relative to conventional weighted numbers, while also avoiding the problems inherent in a residue number system (RNS), including very complex/slow division and reconversion to binary. This advantage, however, is offset by the fact that addition and subtraction operations require relatively complicated procedures. Despite its attractive properties, until recently, few implementations of LNS arithmetic were attempted, all of which were restricted to low-precision applications, the difficulty in performing addition and subtraction on long words being the principal reason. LNS addition and subtraction require lookup tables whose size grows exponentially with the logarithm width. For this reason, implementations described in the early literature were limited to 8-12 bits of fractional precision [7-8].

It was recognized early on that LNS can offer an advantage over floating-point (FP) representation only if LNS addition and subtraction can be performed with the speed and accuracy comparable to those of FP. However, achieving this goal is complicated by the fact that these operations entail the evaluation of nonlinear functions. Interpolation is useful for reducing the size of a lookup table. Linear approximation [9], quadratic approximation [10], and linear approximation with a nonlinear
function in a PLA [7] have been used to advantage in the approximation of the function $\log x$. The latter method is only described for addition. Taylor’s conclusion in [7] was that a hardware implementation of linear approximation for logarithmic arithmetic is impractical. Nevertheless, Lewis [11] presented an algorithm for logarithmic addition and subtraction using 32-bit representations, with 30-bit exponents containing 22 fractional bits.

Development of LNS-based commercial systems has long been contemplated. Yu and Lewis [12-13], Paliouras et al. [14], and Arnold [15] proposed architectures for LNS-based processors, but did not present finished designs or extensive simulation results. At nearly the same time, a European project, initiated by Coleman et al. [16-17], laid down the foundations for the development of a commercial digital system, dubbed the European Logarithmic Microprocessor (ELM). Comparison of ELM with TMS320C6711 [18], a commercial superscalar pipelined FP processor of the same vintage and technology, provided encouraging results in regards to speed and accuracy of the arithmetic operations [19], establishing the project’s success.

Modern computation-intensive applications are characterized by increased algorithmic complexity as well as a rise in problem and data sizes. Thus, a great many applications are becoming bounded by the speed of FP operations. Memory and I/O are also becoming major bottlenecks, but these problems are independent of the choice of LNS. Real-time applications in this class are exemplified by RLS-based algorithms (see Section 8), subspace methods required in broadcasting and cellular telephony, Kalman filtering, and Riccati-like equations for advanced real-time control. Graphics systems [20] provide another case in point. Ways are urgently being sought to overcome this limitation, and LNS seems to provide a viable solution.

The Gravity Pipe special-purpose supercomputer (GRAPE), that won the Gordon Bell Prize in 1999, used LNS representation and arithmetic. LNS is commonly used as part of hidden Markov models, exemplified by the Viterbi algorithm, with applications in speech recognition and DNA sequencing. A substantial effort to explore the applicability of LNS as a viable alternative to FP for general-purpose processing of single-precision real numbers has been expended by researchers over the past two decades, leading to the demonstration of LNS as an alternative to floating-point, with improved accuracy and speed. Surveying these efforts and the current ongoing research in the field has been a major motivation in writing this paper, which not only updates previous survey papers but also covers the relationship of LNS with the emerging field of approximate computing, fueling novel applications in machine learning and neural networks, and includes a discussion of the discrete logarithmic number system.

It is worth noting the long history and intuitive appeal of logarithmic number representation. For decades, before the age of electronic digital calculators, log-scale-based slide rules [21] were companions to engineers and helped them perform back-of-the-envelope calculations quickly and efficiently. Because of the pioneering work of Niedler and Miller [22], there is now broad agreement that the mental number line in humans and primates is logarithmic rather than linear [23].

Here is a roadmap for the rest of this paper, a short version of which has been published previously [24]. Arithmetic algorithms for LNS and their comparison (in terms of circuit complexity, power consumption, and error characteristics) with FP
arithmetic are discussed in Section 2. Section 3 outlines table-lookup methods for interpolating nonlinear functions, as required for LNS addition and subtraction, followed by the relatively recent methods of using Taylor series and similar expansions. Error compensation algorithms, used after interpolation, are also discussed. Section 4 demonstrates that VLSI realizations of these algorithms entail latencies that are essentially comparable to those of an equivalent FP unit. Section 5 covers the architecture and philosophy adopted by the European research team that designed ELM. Section 6 details the physical realization of ELM and compares its speed and accuracy with those of a commercial superscalar and pipelined FP processor. Section 7 outlines other performance criteria, such as energy efficiency in terms of computations per watt. Section 8 touches upon some application domains where LNS has been used and compares the resulting performance with that of a comparable FP system. Section 9 contains a brief review of the good fit of LNS to a number of low-precision applications that serve to connect it to the emerging field of approximate computing. Section 10 introduces the notion of discrete logarithms and discusses their use in number representation. Section 11 concludes the paper and discusses possible areas for future work.

2 LOGARITHMIC NUMBER SYSTEM

2.1 Number Representation

The sign/logarithm representation of a number consists of the sign of the number appended to the logarithm of the absolute value of the number, with special arrangement to show the zero value. This system thus avoids the classic problem with the basic logarithmic number systems: the inability to represent negative numbers. In the sign/logarithm number system, a number \( x \) is represented by its sign \( S_x \) and the binary logarithm of its magnitude \( L_x \) as:

\[
S_x = \begin{cases} 
1 & x < 0 \\
0 & x > 0 
\end{cases} \quad L_x = \log_2|\!x| \quad (1)
\]

Logarithmic numbers can be viewed as particular instances of a FP number system, where the significand \( M_x \) in the floating-point number \((-1)^{S_x} \times M_x \times 2^{E_x}\) is always 1.0 and the exponent \( E_x \) has a fractional part rather than being an integer. The number \( x \) with sign \( S_x \) and fixed-point logarithm \( L_x \) has a value of:

\[
\begin{align*}
\begin{cases} 
\end{cases} \quad x = (-1)^{S_x} \times 2^{L_x} 
\end{align*} \quad (2)
\]

The logarithm \( L_x \) is a 2's-complement fixed-point number, with its negative values corresponding to numbers of magnitude less than 1.0. In this way LNS numbers can represent both very large and very small numbers, as is the case for FP numbers.

Figure 1 shows an LNS representation equivalent to the 32-bit IEEE standard FP representation [16]. Here, the integer and fractional parts form a 2's-complement fixed-point value ranging from \(-128\) to approximately +128. The real numbers represented are signed and have magnitudes ranging from \(2^{-128}\) to \(2^{+128}\) (i.e., from \(2.9 \times 10^{-39}\) to \(3.4 \times 10^{38}\)). The smallest representable positive value, \(40000000_{16}\), is used as a special code for zero, while \(C0000000_{16}\) is dedicated to represent NaN. Thus, we have an LNS representation that covers the entire range of the corresponding IEEE FP short format.
The primary motivation for using LNS over FP is the fact that multiplication and division in LNS are extremely fast and simple compared with the FP system. The use of LNS is thus attractive in applications that entail a large number of multiplications and divisions. Another advantage is LNS’s uniform geometric error characteristics across the entire range of values. This leads to roughly an additional 1/2 bit of precision compared with a FP representation using the same number of bits. Thus, in signal-processing applications, LNS offers better signal-to-noise ratio as well as a better dynamic range.

2.2 Arithmetic Operations

Let’s assume that we want to derive a sign/logarithm result by performing each of the basic arithmetic operations on a pair of sign/logarithm operands \((S_x, L_x)\) and \((S_y, L_y)\). Multiplication becomes a simple operation in LNS. The logarithm of the product is computed by adding the two fixed-point logarithms. This is evident from the following logarithmic property:

\[
\log_2(x \times y) = \log_2(x) + \log_2(y)
\]

The sign is the XOR of the multiplier’s and multiplicand’s sign bits. Since the logarithmic numbers are 2’s-complement fixed point numbers, addition is an exact operation if there is no overflow, while overflow events (correctly) result in ±∞. For division:

\[
\log_2(x / y) = \log_2(x) – \log_2(y)
\]

The only difference here is the possibility of underflow, which occurs when the difference of the logarithms is a negative number with too large a magnitude to be represented in the available word width.

Thus, LNS multiplication and division operations are defined as:

Multiplication:

\[
S_p = S_x \oplus S_y, \quad L_p = L_x + L_y
\]

Division:

\[
S_q = S_x \oplus S_y, L_q = L_x – L_y
\]
The ease of the LNS calculations above is in stark contrast to what is required to implement the addition and subtraction operations, to be described next. Given two LNS numbers \(x\) and \(y\), with \(|x| \geq |y|\), we can compute \(z = x \pm y\) as follows:

\[
S_z = S_x
\]

\[
L_z = \log_2|x \pm y| = \log_2|x(1 \pm y/x)| = \log_2|x| + \log_2|1 \pm y/x| = \log_2|x| + \log_2|1 \pm 2^{L_y - L_x}|
\]

(7)

(8)

Let \(d = L_y - L_x \leq 0\) and \(\phi^\pm(d) = \log_2|1 \pm 2^d|\). The value of \(\phi^\pm(d)\), shown in Fig. 2, can be calculated and stored in a ROM for the two cases of addition and subtraction, but this is not feasible for wide words. Other realizations, based on interpolating the nonlinear functions \(\phi^\pm(d)\), are discussed in Section 3. For now, we will assume that a ROM is sufficient for our purpose.

Realization of Eqns. (5), (6), and (8) by means of a comparator, an adder, a subtractor, a read-only memory (ROM) table, two multiplexers, and a small amount of peripheral logic can result in a simple four-function ALU [2], as shown in Fig. 3. For addition/subtraction, the left adder-subtractor computes \(L_y - L_x\), the lookup table provides the value of \(\log_2|1 \pm 2^{L_y - L_x}|\), and the right adder-subtractor perform the addition of Equation (8). For multiplication and division, the left adder-subtractor performs the required addition or subtraction of logarithms, as specified in Equations (3) and (4), and the right adder-subtractor takes care of the scale factor: Each number is scaled up by \(m\) to obviate the need for negative logarithms, so \(\log m = L_m\) must be subtracted from the multiplication result and added to the division result, so as to produce a properly-scaled output.

The latency of the ALU in Fig. 3 is \(T_{OP} = T_{COMP} + 2T_{ADD} + T_{ROM}\), where \(T_{COMP}\) is the delay of a comparator. The peripheral logic delay is assumed to be negligible. When the comparator is implemented with a subtractor, we have \(T_{COMP} = T_{ADD}\), and:

\[
T_{OP} = 3T_{ADD} + T_{ROM}
\]

(9)

2.3 Forward and Reverse Conversions

Conversion from binary to logarithmic representation (forward conversion) entails computation of logarithm. The reverse conversion, needed at the end of a sequence of computations to present the result in binary format consists of antilogarithm computation or exponentiation. Both of these functions have been studied extensively, as they are needed in many other contexts besides logarithmic number representation. Whereas accuracy is important in both conversions, speed of conversion and circuit complexity are perhaps even more important, in order to keep the conversion time and circuit overheads within reason. Each conversion scheme proposed typically accompanies error analysis [25].

First, let us review a method for forward conversion as an example of the wide array of available schemes. The logarithmic converter of Kim et al. [26] uses 8-way partitioning of the interval \([0, 1]\) to improve upon the linear method of Mitchell [27] and a somewhat more accurate, but still crude, method of Juang et al. [28], introducing the relative errors of 5.9% and 2.9%, respectively. Coefficients for the linear approximations \(a_i x + b_i\) of the 8 intervals are stored in 8-entry tables.
Optimal coefficient values are determined and near-optimal values are chosen for $a$ and $b$ to reduce the hardware and power requirements. Shift-and-add is used for computing $a \times x$. The hardware needed for the entire computation consists of a 32-bit leading 0s counter, a variable shifter, an integer unit producing the 6-bit whole part of the result, and a fractional unit yielding the remaining 26 bits of the logarithm. The latter unit, accounting for most of the latency, uses three 26-bit carry-save adders, arranged in 3 levels (the inputs to which come from look-up tables and hardwired shifters), feeding a 26-bit carry-propagate adder. Errors for this converter range from $-0.190\%$, occurring in the first subinterval $[0, 1/8)$, to $+0.103\%$, occurring at $3/8$.

Other designs for forward-converters abound, so we cite just a few examples. Chaudhary and Lee [29] present a design suitable for FPGA realization, as it uses less than 2 Kb of ROM, along with 3 multipliers. Other proposals include a decimal converter [30], conversion schemes for use in binary multiplication/division via logarithmic conversions [31-33], approximation methods [34-37], and domain-specific designs tuned to the requirements of a particular application or class of applications [38].

We next turn to reverse conversion via computing the function $2^x$, again using the antilogarithmic converter of Kim et al. [26], as an example. This unit also uses 8-way partitioning of the interval $[0, 1]$ for piecewise linear approximations $c_i x + d_i$. Optimal values for $c_i$ and $d_i$ are determined and near-optimal values are chosen to reduce complexity. Shift-and-add operations are used for computing $c_i x$. Errors for this reverse converter range from $-0.070\%$, occurring at $3/8$, to $+0.082\%$, occurring in the sixth subinterval $[5/8, 3/4)$. A minor modification of this scheme has been shown to reduce the relative error at negligible cost [38].

A number of authors have dealt with both the forward and reverse conversion problems [40-42]. Thus far, we have shown forward and reverse conversions to be feasible with acceptable latency and circuit cost. Given the importance of these conversions to LNS applications, we devote the rest of this subsection to an in-depth review on the subject.

Methods for computing logarithms and exponentials have a long history, dating back to the mid-1600s [43]. Initially, the objectives were to make manual calculations easier, faster, and more accurate. With the advent of programmable electronic computers, software algorithms became the main focus, given that only adders/subtractors, and later multipliers/dividers, were to be used. With the invention of the CORDIC method [44], custom hardware provided greater speed but required its own design strategies and algorithms. Use of reconfigurable circuit components brought about the need for a reexamination of design methodologies [45], as did more stringent requirements for energy efficiency [46].

A recent contribution to the field of logarithmic conversion [47] also traces the previous efforts in this area and provides circuit-complexity and power comparisons for various methods and implementations. The key to improved accuracy and power dissipation is non-uniform partitioning of the function domain, depending on the range and precision of the input. Even though the method has been devised and evaluated for integer inputs, similar techniques are applicable to FP logarithmic converters. Specific examples from [26] might be helpful in understanding the nature of the method used. Consider the computation of $\log_2[2^k(1 + x)]$, where $0 \leq x < 1$. The required logarithm is $k + \log_2(1 + x)$. The second term can be approximated as $x + \lambda(x)$, with...
the determination of $\lambda(x)$ being the primary computational task. An algorithm that needs a few seconds of running time is used to find the optimal number of segments for a given target maximum error, with the number of segments obtained typically being an order of magnitude or more below the number needed with uniform segmentation.

For instance, setting the result error at 4.6% leads to only 4 segments, whose widths, expressed in units of 1/8 (looking at the 3 most-significant bits of $x$) are: 1, 3, 2, 2. Setting the result error at the more stringent 0.42% leads to the use of 11 non-uniform segments as follows, where the length of each segment is expressed as a multiple of 1/64 (examining the 6 most-significant bits of $x$): 1, 2, 4, 6, 10, 11, 11, 9, 6, 3, 1 (see Fig. 4 in [47]). Notice that segments are narrower in the vicinity of $x=0$ and $x=1$, an outcome that could have been anticipated, given the shape and the curvature of the logarithm function.

3 ADDITION AND SUBTRACTION ALGORITHMS

The focus in this section is on the efficient calculation of the nonlinear term $\phi(d) = \log_2|1 \pm 2^d|$ for $d = L_y - L_x$ (or $d = j - i$, taking $L_y$ as $j$ and $L_x$ as $i$ for simplicity). Implementation work began with the 1975 paper by Swartzlander and Alexopoulos [2], entailing a 12-bit device, while a 1988 proposal extended the scheme to 20 bits [48]. Both designs used direct implementations of Eqn. (8), with a lookup table or ROM covering all possible values of $\phi(d)$, omitting those which quantize to 0.

It is apparent that, as the word width increases, table sizes increase exponentially, which limits the practical utility of this approach to about 20 bits. One solution to the problem of exponential complexity is to have a lookup table only for selected intermediate values and interpolate the intervening values using linear expansion and approximation. The design by Yu and Lewis [12] extended the word width to 28 bits by implementing the lookup table for $d$ values only at intervals of $\Delta$. Any negative value of $d$ satisfies $d = -h\Delta - \delta$ for some integer value $h$, leading to the Taylor-series expansion of $F(d)$:

$$F(d) = F(-h\Delta) - \frac{D(-h\Delta)\delta}{1!} + \frac{D'(-h\Delta)\delta^2}{2!} - \cdots$$ (10)

The latter design used only the first-order term, requiring the additional storage of a table of derivatives $D(d)$ and introducing a multiplication into the circuit’s critical path. The scheme also exposed a further problem intrinsic to LNS arithmetic: the difficulty of interpolating $\phi(d)$ in the region $-1 < d < 0$. It can be seen from the graph in Fig. 2 that $\phi(d)$ and its first- and second-order derivatives tend to $-\infty$ as $d$ goes to 0. To maintain accuracy, it is necessary to implement a large number of successively smaller intervals as $d \to 0$.

Coleman et al. [16] published the design of a 32-bit logarithmic adder/subtractor (Fig. 4) with speed and accuracy comparable to that of the FP system. Their starting point was the first-order Taylor-series approximation, the critical path of which contains a ROM, a multiplier, and two carry-propagate adders, which is at the limit of what can be implemented without significantly exceeding the delay of FP addition. To counter the difficulty of subtraction for $-1 < d < 0$, they employed a range-shifter (see Section 4) to transform such a subtraction into one for which $d < -1$, with an extra time delay of only one ROM stage, a carry-
propagate adder, and a carry-save stage. Another major problem is that at 32-bit word width, a first-order Taylor approximation results either in too high an error or too large a table. A possible solution [16] entails the use of a crude first-order approximation, along with simultaneous assessment of the resulting error, which is then incorporated into the result as a correction term. This correction entails only one extra carry-save addition stage.

As discussed earlier, to minimize the lookup table size, $\Delta$ can be progressively increased as the function becomes more linear with decreasing $d$ (toward more-negative values). An intervening value of $d$ lying in the $h$th interval, $0 \leq h < n$, is expressed as:

$$d = -\delta \cdot \{h = 0\}$$

$$d = \sum_{h=0}^{n-1} (-\Delta_h) - \delta \quad \{h > 0\}$$

In a typical implementation, $\Delta$ is doubled at the next power of 2. For simplicity, however, we ignore the variation in $\Delta$ and use:

$$d = -h\Delta - \delta$$

Together with each value of $F(d)$, is stored its derivative $D(d)$. The function at an intervening value of $d$ is then obtained by linear interpolation:

$$F(-h\Delta - \delta) \approx F(-h\Delta) - D(-h\Delta)\delta$$

Following the initial subtraction to obtain $d$, the latter is partitioned via division by $\Delta$. The high-order bits represent $h$ and are used to access the $F$ and $D$ tables, while the low-order bits represent $\delta$. $F(-h\Delta)$ is then combined with the product $D(-h\Delta)\delta$ to obtain the approximation to $F(d)$, which is added to $i$ to yield the result. The circuit consisting of the tables E and P, along with the multiplier to their right and one level of the carry-save adder (CSA) in Fig. 4 is for error-correction, as described next.

The interpolation scheme just discussed doesn’t give an exact result and leaves an error given by:

$$\varepsilon(h, \delta) = F(-h\Delta) - D(-h\Delta)\delta - F(-h\Delta - \delta)$$

For each value of $h$, the absolute error $\varepsilon$ increases with $\delta$ to a maximum value $\varepsilon_{\text{max}}(h) = E(h)$ given as:

$$E(h) = F(-h\Delta) - D(-h\Delta)\Delta - F(-h\Delta - \Delta)$$

The error in the estimation increases from zero when the required value lies on a stored point, to $E(h)$ when it falls just slightly to the left of the next stored point. It was observed that the shape of this error curve is very similar in all the intervals of both curves. A separate table stores the normalized shape of the common error curve, from 0 when the required value lies on an interpolation point, to 1. This table is known as the $P$ (proportion) function. The error is calculated by multiplying $E(h)$ by $P$ and is then added to the result of the interpolation, as shown in Fig. 4.

The error-correction algorithm of Coleman et al. [16] is based on the fact that, for a given $\delta$, the ratio $P(h, \delta) = \varepsilon(h, \delta)/E(h)$ is roughly constant for all $h$. It is therefore possible to store, for one $h$, a table $P$ of the error at successive points throughout $\Delta$, expressed as a proportion of the maximum error $E$ attained in that interval. It is also necessary to store, together with $F$ and $D$ for
each interval, the value of the maximum error $E$. The error $\epsilon$ is then obtained for any $(h, \delta)$ as $\epsilon(h, \delta) \approx E(h) \times P(c, \delta)$, where $c$ is a constant. The lookups of $E(h)$ and $P(c, \delta)$ can be performed at the same time as those of $F(h)$ and $D(h)$, with their product evaluated in parallel with the multiplication in the interpolation. The expression $\epsilon(h, \delta) \approx E(h) \times P(c, \delta)$ evaluates to:

$$E(h)P(c,\delta) = \left[ \frac{d'(nh\delta)\delta^2}{2!} + \frac{d''(nh\delta)\delta^2\Delta}{3!} + \frac{d'''(nh\delta)\delta^2\Delta^2}{4!} + \ldots \right] A(c,\delta)$$

(16)

$$A(c,\delta) = \left[ \frac{d'(\delta)+\frac{1}{3}d''(\delta)\delta+\frac{1}{15}d'''(\delta)\delta^2+\ldots}{d'(\delta)+\frac{1}{3}d''(\delta)\Delta+\frac{1}{15}d'''(\delta)\Delta^2+\ldots} \right]$$

(17)

For $c = 0$, $A(c,\delta) \approx 1$ for all values of $\delta$. The reader should consult reference [49] for details on this error correction scheme, along with its theoretical justification and experimental evaluation.

4 LNS ARITHMETIC UNIT DESIGN

4.1 LNS ALU Overall Design

As noted by Coleman et al. [16], interpolation is difficult for subtractions in the region $-1 < d < 0$. Because the range $-1 < d < 0.5$ is not as problematic, the smaller range $-0.5 < d < 0$ is targeted for range shifting to reduce the required table size. The range-shift algorithm obviates such problematic subtractions by transforming $i$ and $j$ into new values that yield $d < -1$ (see [49] for details). It has a delay of one ROM access, a carry-propagate addition, and a carry-save addition stage.

The ALU for ELM has two separate circuits for add/subtract and multiply/divide. The add/subtract circuit is preceded by a range shifter and associated control logic, followed by a mux to select either the unmodified or range-shifted inputs, depending on the value of $d$. In the special cases involving one or two zero operands, or when the two operands are equal, the result may either follow one of the operands or be zero itself. The two input operands and the value 0 are therefore made available to a final 4-way mux, the setting of which is determined by the control logic.

4.2 VLSI Implementation

The unit just described was designed in a 0.7µ 2-level-metal standard-cell system in Cadence and simulated for results for its VLSI implementation. This version of the design was made only for the purpose of comparison with FP system, and a contemporary variant was used in ELM. Typical delays through the critical paths were measured with the timing simulator, with results presented in Table 1. The cell library did not include an asynchronous ROM, so Coleman et al. quoted times for unrouted designs, incorporating an assumed 5 ns access time for suitable ROM devices.

For comparison, Coleman et al. also designed a 32-bit FP unit and a 32-bit fixed-point unit on the same lines as the LNS unit. As far as possible, blocks were reused from the LNS design. They didn’t design a FP or fixed-point divider for comparing division times with LNS, but it is known that division typically takes 2-3 times as long as multiplication.
Table 1. Latencies of VLSI arithmetic circuits (ns), according to the study by Coleman et al. [16]

<table>
<thead>
<tr>
<th>Operation</th>
<th>Fixed</th>
<th>FP</th>
<th>LNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>4</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>Subtract</td>
<td>4</td>
<td>28</td>
<td>28/42</td>
</tr>
<tr>
<td>Multiply</td>
<td>32</td>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>Divide</td>
<td>--</td>
<td>--</td>
<td>4</td>
</tr>
</tbody>
</table>

Depending on whether the range-shifter is required in a particular subtraction, two timing values are shown for subtraction in Table 1. Assuming that the range-shifter comes into play in 50% of subtractions on average, the mean subtraction time is 35 ns. With an equal mix of additions and subtractions, the average add/subtract time is about 31 ns, and the average multiply/divide time is 4 ns. Thus, the LNS unit would reach roughly twice the speed of FP at an add/multiply ratio of about 40/60 percent. If the add/multiply ratio is changed to 50/50, the LNS unit will have a performance comparable to that of fixed point.

4.3 Other Design Considerations

Over the years, many complete LNS arithmetic processors have been designed for real and complex computations [50-52]. There has also been some discussion of design tools for LNS [53], although there remains much room for contributions in this area. Memory function interpolation schemes [54], their FPGA realizations [42] and, more generally, table-lookup schemes for function evaluation [55-56] should be examined for possible application to LNS addition and subtraction operations.

5 Architectural Considerations

LNS ALUs have markedly different characteristics from their FP counterparts and therefore require some reevaluation of the surrounding microprocessor design to deploy them to best advantage. The optimal structure for memory and other subsystems may be different for LNS-based processors than for conventional platforms.

Paliouras et al. [14] used Lewis’s interleaved memory function interpolators [11] as the basis for the addition unit in a proposed very long instruction word (VLIW) device optimized for filtering and comprised of two independent ALUs, each with
a 4-stage pipelined adder and a single-cycle multiplier. Arnold [15] also proposed a VLIW device with one single-cycle multiplier and a 4-stage pipelined adder, suggesting that large-scale replication of functional units could lead to difficulties with the complexity of the multiplexing paths leading to and from the registers.

Coleman et al. [16] noted that the small size of the LNS multiplier-integer unit in their ELM proposal encouraged its replication, leading to a design with 4 single-cycle multipliers and 2 multicycle adders. They maintain, based on simulations results, that the basic addition/subtraction unit would incur about 3 times the delay of a fixed-point addition and that the range shifter, when invoked, would delay it by an additional cycle. This leaves the LNS adder/subtractor as the only circuit block with a delay greater than a cycle and it does not seem worthwhile to devise a pipelining scheme for this operation alone.

The variable delay time would also complicate the pipeline control algorithm. Hence, Coleman et al. [16] decided against pipelining the adder unit. Instead, they suggested a fully interlocked pipeline (Fig. 5) in which a single-cycle ALU executes all operations except LNS addition and subtraction. The latter are handled by the multicycle ALU, which executes with a 3-cycle latency. There is a possibility that both ALUs may complete at the same time, so the register file update paths are designed with enough bandwidth to accommodate this. ELM's instruction pipeline, shown in Fig. 5, begins with the standard early stages of instruction-cache access, instruction issue, and data-cache access. The pipeline ends with the ALU stage containing four single-cycle multipliers and two multicycle adders, as described above, to complete instruction execution and to send computed results to the general registers.

To boost throughput, functional unit replication has been employed here. Unlike functional unit pipelining, this is a very appropriate strategy for ELM, where the single-cycle multiply/divide unit is so small that it can readily be replicated four times. A vector capability is thereby provided, permitting the execution of four integer, logical, or LNS multiplication, division, or square root operations in one clock cycle. The vast majority of the silicon area used for the arithmetic circuitry can thus be reserved for the more substantial multicycle ALU. Two such units are provided, allowing two additions or subtractions to proceed in three cycles.

Mainstream computers favor a register-register architecture, with the data cache decoupled from the pipeline via a load/store unit to permit its independent concurrent operation. However, ELM designers focused on a dual RR/RM (register-register/register-memory) instruction-set architecture, with a cache incorporated into the pipeline. Accordingly, all instructions are available in either scalar or vector form, the former operating on only one memory location or register, and the latter on a set of four consecutive locations or registers for multiplication and division (two in the case of addition and subtraction). A hybrid mode is available to apply a scalar to all elements of a vector.

To maintain the required memory bandwidth, instruction and data caches supply, respectively, one and four 32-bit words to the processor per cycle. Each cache is 8 KB in size and is 2-way set-associative. A 64-bit asynchronous external bus interface is
provided, with a minimum transaction time of 3 cycles per read and 4 per write. Memory-mapped I/O devices are accessed by polling and transfer 32 bits per operation. They also have recourse to a single-level non-maskable interrupt.

ELM has an interlocked pipeline and also an RM ISA. The two features together make for a relatively straightforward assembly language interface, which is currently the only way of programming the device [57]. On ELM, it is possible to launch two logarithmic additions in one cycle and then to process four loads and four multiplications in the remaining two cycles before the addition completes. The four multiplications perform implicit loads, so in all, eight words are loaded in the two cycles. The maximum execution rate on this device is thus two additions, four multiplications, and eight loads in three cycles.

6 ACCURACY AND SPEED

6.1 Accuracy Analysis

Coleman et al. [16] used a simulation model of their LNS unit (described in Section 4), to compare the error produced by the 32-bit LNS and FP systems. For LNS, operations were represented as procedures, which could be called from an algorithm’s mainline program. Two other versions of each algorithm were written to operate on Pentium 32-bit and 80-bit FP data types. In each trial, the 80-bit FP algorithm was regarded as the gold model, yielding the standard result. The LNS and 32-bit FP value was used as input to the 32-bit implementation under test, while the 80-bit value was supplied to its 80-bit counterpart. In each case, the 80-bit algorithm returned an accurate result and from this, error in the 32-bit system was derived. Values of $|e|_{\text{av rel arith}}$ were calculated for both the 32-bit LNS and 32-bit FP implementations over the entire result file.

We see from Fig. 6 that the objective of designing a logarithmic addition algorithm with substantially the same error as FP has been achieved, the only discrepancy occurring for subtraction with closely matched operands. Addition and multiplication are jointly exercised in MAC and SOP (Fig. 7). In all cases, the LNS error is less than that of FP, particularly where the operands have a wide dynamic range, when the LNS error reduces to between 1/2 and 1/4 of FP errors.

For error analysis on the actual ELM, Coleman et al. developed ELM assembly language programs to sweep through all representable values of the logarithmic domain difference of the two operands in addition or subtraction. Analysis results showed both average and worst-case errors to be comparable for both addition and subtraction operations.

The final hardware implementation of the algorithms differs slightly from that already published [16], leading to marginally better error performance. The algorithms used for simulation, when implemented in hardware as well on the ELM evaluation board, yield virtually identical results. Evidently, LNS has accuracy advantages over FP. In the examples discussed above, it produced, on average, 65 percent of the FP error (error reduction of about 1/3).

In addition to worst-case error analysis for various operations, it is important to study the distribution of errors, both in application-independent studies [58-59] and in application-specific contexts [60-61]. As in any number representation system,
there is an accuracy-performance trade-off in choosing pertinent LNS parameters and hardware implementations. Use of wider logarithms leads to improved accuracy, but it increases the LNS adder/subtractor complexity almost exponentially.

6.2 Speed Analysis

ELM was fabricated in 0.18 µm technology and all of the measurements reported by Coleman et al. [17] were taken from the system running at 125 MHz. As the FP comparison basis, they chose the Texas Instruments TMS320C6711 DSP chip, which is very similar to ELM evaluation board in every respect apart from its arithmetic system. It runs at 150 MHz, the fastest speed grade available to them in 0.18 µm technology. TMS is a superscalar device with a VLIW organization, an RR instruction set, two independent arithmetic units, each with 16 registers, parallel pipelined FP add and multiply units, and integer and reciprocal-approximation units, and has an optimizing C compiler. ELM on the other hand, is a scalar device with an RM instruction set and 16 general registers. It has an interlocked pipeline, and is programmed in assembly (a source of difficulty in comparisons). The resources available to each device are detailed in Table 2.

The devices seem to be comparable in terms of fabrication technology and clock speed. They are also broadly comparable in terms of memory bandwidth, but do have different cache arrangements. TMS has a unified L2 cache, which is not present on the ELM. There are also differences in the L1 caches, which are to some extent direct consequences of the different arithmetic techniques. To test the performance difference between the two, various arithmetic and logical operations were run on both and the time taken was noted. Latencies and vector throughputs are summarized in Table 3.

![Fig. 6. Error characteristics of LNS compared with FP. Signed addition exhibits variations similar to subtraction.](image)

![Fig. 7. Error characteristics of multiply-accumulate, ax + y. Sum-of-products, ax + by, exhibits fairly similar variations.](image)
Measuring by time and recognizing the slightly slower clock speed of the ELM implementation, additions and subtractions are still marginally faster than on TMS, except when the range shifter is deployed. Multiplications are 3.4 times as fast, while divisions and square-roots complete in a small fraction of the time as compared to TMS. In vector sequences, TMS is at an advantage. However, it attains this level of performance only when a continuous pipeline flow is maintained. This will be difficult in code with data dependencies or with short vectors. ELM has a lower latency than TMS in almost all cases, leading to a significantly higher scalar throughput. Overall, ELM can be expected to offer around twice the performance of TMS, with the advantage increasing for computations involving a significant proportion of division and/or square-root operations.

7 OTHER PERFORMANCE CRITERIA

Power consumption has become a major design criterion all through the performance scale. For instance, cooling of supercomputers and extending battery life in personal electronics dominate design efforts at the two ends of the performance spectrum. So, it is natural to inquire about the power consumption implications of using logarithmic arithmetic. It turns out that logarithmic arithmetic is by nature low-power.

The energy efficiency advantage of logarithmic number representation was known for quite some time via episodic evidence, as various designers demonstrated low-power circuits for particular applications running on associated fine-tuned hardware platforms. Subsequently, Paliouras and Stouraitis [62-63] published a study of signal transitions in logarithmic arithmetic versus fixed-point arithmetic, showing 50% or more reduction in activity with linear (uniform and correlated Gaussian) input data. Power savings from reduced activity are augmented by reduction in circuit complexity due to the fact that for LNS, multipliers, dividers, squarers, and square-rooters are replaced by add, subtract, left-shift, and right-shift circuitry, offering a factor of about 2 power savings in arithmetic operations.

For many practical, compute-intensive applications, the savings from reduced activity and circuit simplifications are
substantial enough to compensate for the energy requirements of conversion and reconversion processes, needed to interface the system with non-logarithmic data sources and sinks, and the somewhat greater complexity of addition and subtraction. The accrued benefits are, of course, dependent on implementation parameters such as word width, precision (location of the radix point in the logarithm field), and logarithm base.

The overhead for forward and reverse conversions can become insignificant as more computation is carried out between conversions. However, even in the extreme of a single arithmetic operation for each forward and reverse conversion, advantages have been shown to accrue. The extent of advantages will depend on the application and implementation technology. Following Kim et al., who implemented an energy-efficient 32-bit logarithmic arithmetic unit [26], a variety of new applications and associated circuit realizations have confirmed the energy benefits of logarithmic arithmetic, as suggested earlier [39, 64-65]. Proposals include both ROM-based designs, perhaps with reconfigurable devices such as FPGAs [19, 66-67], and several ROM-free implementations [28, 68].

The ultimate in energy efficiency is the use of reversible computation [69]. Quantum computing is inherently reversible, but there are other ways of ensuring reversibility, e.g. via adiabatic design based on CMOS technology [70].

8 Case Studies

As discussed in Section 4, an LNS ALU performs various arithmetic operations faster and with less error than a FP ALU. Also, the results of these discrete operations as performed on hardware were shown, with ELP outperforming a similar commercial pipelined FP device. But for the system to be truly advantageous, the performance gains suggested by these small-scale studies must be shown to also exist in practical, production-scale systems/algorithms.

Examples of LNS-based computation-intensive applications are found in digital filtering [71-73], fast Fourier transform [74], evaluation of elementary functions [75-76], and graphics computations [77]. Coleman et al. [20] demonstrated the LNS advantages using two numeric-intensive application domains as benchmarks: digital signal processing and numerical methods.

The latter experiments, detailed in the following two subsections, were applied to 32-bit LNS and FP designs, with relative accuracy and difference in execution speed as the desired outcomes of the activity. Divisions were used only where essential, and random input data were employed to the extent possible. To calculate total latency, a count of the number of executed real instructions of each type was kept, and this was multiplied with the latency times of each instruction given in Table 1. Thus, we can estimate the speed-up to be gained for each application by using the LNS implementation over the FP implementation.

8.1 Recursive Least-Squares (DSP)

The recursive least-squares (RLS) algorithm is used in a variety of DSP and communication domains, such as echo and noise cancellation and adaptive control. The objective of this algorithm is to estimate the weights of a finite impulse response (FIR)
filter [78], a third-order instance of which is defined by:

\[ y(t) = w_1 \times u(t) + w_2 \times u(t-1) + w_3 \times u(t-2) + e(t) \]  

(18)

RLS identification uses \( y(t) \) and \( u(t) \) to estimate the weights \( w_1, w_2, w_3 \) by minimizing the sum of squares of prediction errors [20]. It works with square-root-free factorization of the extended covariance matrix:

\[ C(t) = L(t) \times D(t) \times L'(t) \]  

(19)

The simulation procedure used was along the same lines as that discussed in Section 4. The experiment was repeated with a varying dynamic range of the input. The results as conveyed in [20] are plotted in Fig. 8 in terms of signal-to-noise ratio (SNR), showing a significant gain in accuracy for signals of wide dynamic range. Over the narrower portion of the range, LNS outperformed FP by an average of 2.7 dB. For the wider half, this gain was 10.5 dB. Since 6 dB corresponds roughly to 1 bit, this represents a gain in accuracy of 0.5-1.5 bits. The instruction counts and execution times of a run for 1000 input samples on the 32-bit simulator are given in Table 4. The results show a speedup ratio of 2.2 of LNS over the FP implementation.

8.2 Laguerre Algorithm (Numerical Methods)

This is the second application discussed by Coleman et al. [20] for comparative performance evaluation of FP versus LNS. This algorithm, taken directly from published numerical recipes [79], computes the roots of a polynomial. The algorithm requires square-rooting. In the FP version, this was evaluated using an initial approximation from a 4K word lookup table (covering the entire FP range), followed by two Newton-Raphson iterations.

Table 4. Operation counts and run times for RLS [25].

<table>
<thead>
<tr>
<th>Operation</th>
<th>FP</th>
<th>LNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>16,000</td>
<td>17,389</td>
</tr>
<tr>
<td>Subtract</td>
<td>15,000</td>
<td>13,611</td>
</tr>
<tr>
<td>Multiply</td>
<td>38,000</td>
<td>38,000</td>
</tr>
<tr>
<td>Divide</td>
<td>13,000</td>
<td>13,000</td>
</tr>
<tr>
<td>Square-root</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Time (ms)</td>
<td>2.56</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table 5. Operation counts and run times of the Laguerre algorithm [25].

<table>
<thead>
<tr>
<th>Operation</th>
<th>FP</th>
<th>LNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>2,786,839</td>
<td>2,480,039</td>
</tr>
<tr>
<td>Subtract</td>
<td>2,868,063</td>
<td>1,664,927</td>
</tr>
<tr>
<td>Multiply</td>
<td>5,558,119</td>
<td>4,048,183</td>
</tr>
<tr>
<td>Divide</td>
<td>1,218,801</td>
<td>463,833</td>
</tr>
<tr>
<td>Square-root</td>
<td>0</td>
<td>377,217</td>
</tr>
<tr>
<td>Time (ms)</td>
<td>361</td>
<td>147</td>
</tr>
</tbody>
</table>
The simulation procedure was the same as discussed earlier. A randomly generated array of signed coefficient data was used and the experiment was repeated for varying dynamic range and for varying $n$. Each result was averaged over 1000 trials. As the order $n$ was increased, the range had to be reduced. In all cases, LNS error was between 0.74 and 0.79 that of FP.

A similar consistency was observed with increasing $n$, as shown in Fig. 9, from which it is evident that the LNS implementation induced an average error of 73 percent that of FP. At $n = 10$, for example, the error is reduced from about 80 to 50 ulp (units in least position). This improvement is equivalent to about 0.5 bit of added precision. Total execution times for the 1000 trials at $n = 10$ are shown in Table 5. The LNS execution time is 0.41 of that of FP, a speed-up ratio of 2.5.

9 LOW-PRECISION APPLICATIONS

As noted in the introduction, the idea of logarithmic number systems came about from arithmetic-intensive DSP applications that required fairly low precision, thus making table-based realization of addition/subtraction feasible at a time when memory was fairly expensive. Thus far, we have focused on LNS as a replacement for traditional fixed- and floating-point arithmetic needed in general-purpose applications. In certain special-purpose domains, low-precision arithmetic may be acceptable, particularly if it comes with correspondingly lower circuit cost and energy consumption.

Low-precision application domains are expanding as computers increasingly handle multimedia and signal processing workloads instead of conventional numerical computations. Progress in this domain entails the identification and deployment of novel applications, given that techniques for low-precision LNS arithmetic are already highly developed.

Let us speculate on a number of application domains, outside traditional DSP, that may benefit from low-precision LNS arithmetic. Approximate computing, sometimes also referred to as inexact design [80] is an emerging area of investigation that deals with trading off precision for improved speed and power consumption. This is closely related to precision-on-demand methods, where data-path widths are optimized according to the criticality of a computation segment to the accuracy of the final result [81]. For example, there is really no need for every computation segment to be performed with uniform precision (same bit-width) if the less-significant bits will disappear subsequently because of a number being multiplied by a small factor. It is noteworthy that even with uniform data-path width, certain circuit optimizations, such as the use of truncated multipliers [82] with significantly lower cost and power consumption, can improve the cost-effectiveness of application-specific systems.

Another example is provided by the field of cognitive computing, which seeks to develop a unified computational theory of the mind [83]. Current, near-real-time cortical simulators at the mammalian scale require the use of the most powerful supercomputers. Perhaps the higher efficiency and lower power of LNS can be used to develop special-purpose simulators at much lower cost and complexity. Neural networks provide related application domain where accuracy requirements may not be very stringent.
When dealing with low-precision computations, accuracy requirements for forward and reverse conversions can also be relaxed to save on circuit cost and energy consumption. Simple, fast, and low-precision approximations of the logarithm and exponential functions can be tapped for implementing these conversions [34-35, 37], with a standby precision-improvement mechanism provided for rare cases when greater precision might be needed.

Finally, low-precision logarithmic arithmetic can be used in conjunction with high-precision representations for low-cost error checking in critical computations, in much the same way that residue channels are used [84].

10 DISCRETE LOGARITHMIC REPRESENTATION

For completeness, we present a brief review of the discrete counterpart [85] to logarithmic representation, even though its applications are rather limited. Given the set $S = \{0, 1, 2, \ldots, p - 1\}$, where $p$ is a prime number, modulo-$p$ exponentiation of element of $S$ can be performed either by using standard exponentiation followed by reduction of the final integer modulo $p$ or else via modular multiplications. For example, to compute $3^8 \text{ mod } 17$, we either compute $3^8 = 6561$ and then find $6561 \text{ mod } 17 = 16$, or we perform three modular multiplications, as follows: $3 \times 3 \text{ mod } 17 = 9; 3^4 \text{ mod } 17 = 9 \times 9 \text{ mod } 17 = 13$, and finally $3^8 \text{ mod } 17 = 13 \times 13 \text{ mod } 17 = 16$. When the exponent is not a power of 2, modular multiply-add operations can be used to compute the exponentiation result via Horner’s rule.

Just as ordinary logarithms are inverse functions of exponentiation, discrete logarithms are inverse functions of discrete exponentiation. Taking the example in the preceding paragraph, we can say that 16 is the mod-17 discrete logarithm of 8 in base 3, that is, $3^8 = 16 \text{ mod } 17$ implies that $\text{dlog}_3 16 = 8 \text{ mod } 17$. The solution, however, is not unique, given that the equality $3^{16} \text{ mod } 17 = 1$ leads to any number of the form $8 + 16k$ also being a solution. So, the range must be appropriately limited.

Similar to representations with real-valued logarithms, multiplication, division, powering, and root extraction become simple operations with discrete logarithmic representations, whereas addition and subtraction are complicated operations that must be implemented with tabular assist. Conversion to/from binary format are also shown to be feasible for tabular implementation, requiring tables of size and width $O(k)$.

Extension of LNS to the use of more than one base is an interesting possibility [86-87]. Fit-Florea et al. [49] use Benschop’s patented result [88], that any $k$-bit integer $x$ can be represented by an exponent triple $(s, p, e)$ satisfying $x = (-1)^s 2^p 3^e \text{ mod } 2^k$, to devise a 2D discrete logarithmic number representation system. The representation has the standard sign bit $s$ and two integer exponents $p$ and $e$. Multiplication is then converted to two additions, while add/subtract is simplified because of independent operations on base-2 and base-3 values. Further extension to 3 or more bases is also possible.

One benefit of discrete logarithmic representation is that it allows exact (integer) arithmetic, which is useful in certain applications such as cryptography. Fit-Florea et al. [49] demonstrate the advantages of the scheme for a powering computation,
involving input and output in standard binary format and discrete logarithmic representation internally. Despite the conversion
and reconversion overheads, the overall scheme performs the exponentiation with $O(k)$ additions and no multiplications for a $k$-
itbit operand, leading to area and power-dissipation advantages over the fastest standard method, with the savings being
comparable to those achieved by LNS over floating-point.

11 CONCLUSION AND FUTURE WORK

We have presented a detailed overview of logarithmic number representation, recent advances that have made the scheme
even more competitive, and advantages in some application domains. The main advantage of LNS is that multiplication/division
is achieved by simply adding/subtracting the logarithms. However, this advantage may be offset by the fact that adding two
numbers, a nonlinear operation in LNS, is complicated. LNS disadvantages in performing addition/subtraction are mitigated
when low-precision arithmetic is sufficient for application needs, as detailed in Section 9. The presence of many papers
pertaining to the design of low-cost, low-power LNS computations tailored to the needs of machine-learning and neural-
networks applications in the publication queues of multiple IEEE journals is thus not surprising [89-92].

In numerically intensive applications, the operations of multiplication, division, exponentiation, and root extraction are
frequent enough to give LNS an overall edge in performance and power consumption, even when, owing to area and cost
constraints, addition and subtraction are not realized with the fastest known methods. Besides simple table lookup,
techniques/architectures for interpolation of data using expansion series have been investigated, and ways to minimize the error
have been devised. It appears that with suitable approximation and interpolation techniques, additions and subtractions can be
performed accurately and rapidly, and are thereby competitive with their FP counterparts.

Much of the discussion in this paper was in terms of general-purpose computation of the kind typically run on commodity
microprocessors. In fact, LNS was originally developed for applications in signal processing and, as of this writing, is still better
suited to that domain and other application areas that are similarly intensive in multiplications, divisions, exponentiation, and
root-extraction. It is thus worth stressing that performance gains, hardware simplification, and energy efficiency advantages of
LNS, discussed in the preceding pages, carry over directly to any custom hardware realization of application-specific systems.
Furthermore, modern signal processing tasks require a great deal of scheduling and housekeeping operations that need more than
just number-crunching and can thus benefit from general-purpose hardware, perhaps with special-purpose hardware assist.

In closing, as alluded to in Section 1, our ability to deal with algorithmic complexity is limited by instruction execution times
(modern memory and I/O bottlenecks must also be tackled, independent of arithmetic design and number representation scheme).
Results of various studies compiled in this paper suggest that by providing additional options and design points, logarithmic
arithmetic might offer valuable means for dealing with this limitation in future digital systems. Various combinations of
logarithmic and other representation strategies may play a role in overcoming some of the current obstacles [93-96]. Any advantage will be amplified when some data is already sensed or otherwise made available in logarithmic form [97-98].
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