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Scaffolding AI research projects increases self-efficacy of high school students
in learning neural networks (Fundamental)

Abstract

With the rise of Artificial Intelligence (AI) in the mainstream and the impending need for an AI-
trained workforce, we must devise strategies to lower the entry barrier to AI education. Advanced
mathematical preparation and computational thinking skills are two major barriers in imparting a
rigorous AI course at the high school level. Consequently, many existing AI-focused educational
programs for high school students are basic primers and lack technical depth. In this paper, we
assess two pedagogical instruments for increasing the self-efficacy of students in learning neural
networks at the high school level. The first research question is whether high school students
learn the basics of neural network design through scaffolded AI research projects. We also explore
whether a dual advising structure with a research mentor and a communication teaching assistant
enhances student’s self-efficacy in computing. For both of these questions, we define key variables
to quantify student mastery and their computational thinking using qualitative student feedback
and student reflection using GPT-3. We provide a reproducible blueprint for using large language
models in this task to assess student learning in other contexts as well. We also correlate our results
with a pre- and post-course Likert survey to find significant factors that affect student self-efficacy
and belonging in AI.

With our course design and dual advising mentoring model, we find that students showed a sig-
nificant improvement in their ability to articulate technical aspects within the AI domain and an
increase in their confidence in speaking up in the AI field. Two out of the ten research projects
applied AI techniques beyond classroom teachings, yielding original research contributions, and
another six showcased students’ capabilities in building neural networks from scratch. Our study
has a strong selection bias since it focuses on top-performing students. However, the exploration of
the two pedagogical instruments (scaffolding research projects and dual advising structure) aimed
at high school students provides promising insights for future AI curricula design at the high school
level.

1 Introduction

Artificial Intelligence (AI) education conventionally starts at the undergraduate upper-division
level with courses in Computer Science (CS) and CS-adjacent disciplines. Topics such as con-
volutions, kernels, backpropagation, and gradient descent are logically introduced after students
have attained a requisite level of expertise in calculus, programming, data structures, linear alge-
bra, probability, and optimization. This foundational knowledge enables students to not only apply
AI but also contribute to AI research and theoretical development. However, the evolution from
a predominantly research-intensive field to one that emphasizes application and product develop-
ment has led to a significant role of AI in everyday life. This shift has created an unmet educational
need for data science and AI instruction at the high school level [1]. Beyond the societal fascina-
tion with AI, its introduction at the high school level is anticipated to correlate positively with the
retention of students from diverse backgrounds in CS and related fields. Research has consistently
shown that the field of computer science experiences high attrition rates among women and people

To appear in the proceedings of the 2024 American Society for Engineering Education (ASEE)'s Annual Conference & Exposition



of color. This limits the participation from underrepresented minorities and perpetuates underlying
biases among decision-makers and leaders. The scarcity of diverse role models in CS remains a
persistent concern as well. These issues lead to secondary yet serious consequences. Biased and
under-scrutinized AI models in practical applications such as AI-based law enforcement [2], voter
profiling using AI [3], pervasive and skewed product marketization [4] are a few examples.

Our goal is to broaden the participation of students from all backgrounds in AI fields by lowering
the entry barriers. We hypothesize that if AI is taught in a hands-on manner following a data-
science workflow [5] high school students can comprehend complex AI topics as well. They can
grasp not only the broad principles but also the technical topics even without relying on advanced
math expertise or complex data structures. To facilitate this, we propose a design for the course
and use a research mentoring structure that scaffolds the AI education. Additionally, we appeal to
a combination [6] of students’ intrinsic value in fascination with healthcare and utility value [7]
in expecting rewarding AI careers. Therefore, we propose healthcare-motivated research projects
in our course design to foster challenging yet rewarding experiences in learning and applying AI
methods.

1.1 Related work

AI education at the high school level has diverse goals — building foundational knowledge, stim-
ulating student interest in technology, broadening participation in CS, and as an alternative way
to develop problem solving and critical thinking skills. Successful precedents from other areas
exist for these educational aims at the high-school level. Many robotics and system design com-
petitions, such as the FIRST Robotics Competition, the Solar Car Challenge, and the International
Genetically Engineered Machine (iGEM), have spurred student interest in hands-on building and
development. Such projects and competitions have been shown to have long-term positive effects
on student engagement with advanced engineering education. They play a crucial role in enhancing
students’ career post high school [8]. Therefore, it is logical to anticipate similar learning benefits
from piloting AI education programs, workshops, and competitions at the high school level.

The need for AI education for young students is clear from studies that show systemic inequities
in CS education [9]. Often, students with informal preparatory privileges benefit from and continue
to participate in CS programs while stringent undergraduate curricula create hurdles for underprivi-
leged learners. Recent surveys have reported low percentage of high schools who offer CS courses.
For example, in California [10], only 39% of the high schools offer CS courses. Some reasons for
this include the lack of rigorous CS teacher preparation [10], limited resources to expand CS ed-
ucation capacity [11], and research gaps in analyzing efficacy of CS education at the high school
level. Initiatives like “AI4K12” and “AI4ALL” are aligned with this need.

AI programs for high school students: Educators and professionals have taught AI to high school
students at various levels, scales, and duration [12, 13]. Here, we review a selected number of such
programs and refer the reader to other systematic reviews for more details. Notably, we do not re-
view educational programs at the undergraduate level and the online courses in this area since the
goals for massive open online courses (MOOCs) are tangential to the research in this paper. A no-
table exception is Code.org — an educational platform that is geared towards K-12 CS education. It
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provides a path towards structured integration of computer science into school curricula to broaden
the participation of underrepresented minorities in CS. The AI-focused courses on Code.org are
GUI-based and use Google Teachable Machine while depending on some prior programming ex-
perience with Java. Focusing on the inputs and outputs of an AI model with a GUI enhances
accessibility but obscures the technical details of neural networks. This is similar to most other in-
person efforts including AI education at the high school level. Short bootcamp or workshop-style
programs are common where educators and mentors work with high school students for 1-2 weeks.
Similar to code.org, the learning goals in such programs are skewed toward the input data (usually
images) and the output results (predictions shown in a GUI) while skipping the technical details
due to lack of student preparation and time. Nevertheless, the high school students go out of these
workshops with increased motivation for studying CS [13], increased preparation for college [14],
and a positive outlook of AI [15].

Educational programs that include technical details have also been organized. In 2019, a work-
shop [16] was conducted using Scratch (scratch.mit.edu) to teach concepts like k-means
clustering and neural networks using functional programming. Students faced different situations
and were able to demonstrate their understanding successfully as evaluated via pre- and post-course
surveys. The students in this program could create models from data to observe patterns by inter-
actively creating data [17] and training models on it. On similar lines, a workshop that uses an
image classification task as the main educational goal [13] was organized. The paper reports the
data from more than 100 students to show successful engagement in the technical understanding
of k-means clustering. This approach is also geared towards broadening the participation in AI,
as the module design is in Brazilian Portuguese. For both of these workshops, the learning goals
are limited to topics in machine learning. The technical details of topics in deep learning were
not taught, as they are usually more challenging due to the requirement of advanced mathematical
background.

Benefits of AI education at the high school level: To broaden the participation from underrep-
resented groups in CS fields, in 2019, a week-long data science workshop [18] was organized in
the Chicago Public School system. The goal of this workshop was to increase the participation
of underrepresented minorities (Hispanic, African American, and Women) in CS and data science
fields. The workshop facilitators reported that student experiences were largely positive with the
highlights being the students’ enjoyment in industry talks, data visualizations, and working with
real-world datasets. Another aspect of broadening the participation in AI is to reduce the entry
barrier through accessible education material towards realizing “CS for All”. It has been argued
that a data science approach can lower the math-heavy AI education barrier [5]. Instead of depend-
ing on prior expertise in calculus, probabilities, and linear algebra, the AI course design in this
paper also uses a data science workflow. Concepts of model learning, training, and predictions are
taught using data manipulation and data as inputs and outputs of projects. However, in contrast
with existing approaches, our educational program focused on using research projects as scaffolds
to also teach technical topics so that students were able to design their own neural networks from
scratch.

Teaching AI in high school has also been shown to broaden participation in CS from girls [15].
Hands-on and project-based learning increase enthusiasm and confidence, also aiding in intuition
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building. Game-based approaches [19] are also often used. A biomedical AI applications-oriented
course has been attempted for high school students [20], yielding positive results in student enthu-
siasm and learning. The reader is referred to the systematic reviews on teaching machine learning
to high-school students [13, 21] for a detailed comparison of various AI education attempts at the
high-school level. This review compares the technical content, the pedagogy, and the technology
utilized among various education programs.

1.2 Research problems

To summarize the related work, we note that in most instances of AI education for high school
students, an increased enthusiasm, interest in career in CS and data science, and learning were
positively impacted. But some topics are difficult to teach like societal implications of AI tools
and the ethics in AI. Thus, we recognize the following challenges with AI education at the high
school level:

1. Technical topics are often skipped entirely, briefly mentioned, or taught unsuccessfully in a
passive learning style.

2. AI projects are often limited to image classification tasks or use game-fied interfaces. Natural
language processing tasks like sentiment analysis from text are also common outcomes.
Such projects do not sufficiently explore the technical challenges in training neural networks,
do not highlight the limitations or the scope of AI models, and may not provide enough
motivation to students at the high school level.

3. A common challenge is that coming up with project ideas for high school students is diffi-
cult [22].

4. Successful group work requires similar prerequisite preparation whereas group composition,
team dynamics, and learning styles are challenging to navigate with high school students.

To study some of these challenges, we formulate two research questions that evaluate the two ped-
agogical instruments employed in our AI course design: (1) scaffolds with healthcare-focused AI
projects, and (2) a dual advising structure with a research mentor and a communication TA. So, we
study: (RQ1) Can high school students comprehend the technical details of neural network design
through scaffolded AI research projects?, and (RQ2) Does the dual advising structure enhance
student self-efficacy and confidence in computing?

1.3 Main contributions

Our main contributions are highlighted below:

1. We define categorical variables to quantify student comprehension and self-efficacy by ana-
lyzing qualitative textual data from student self-reflection and open-ended survey questions
to study RQ1 and RQ2. We develop and provide a GPT-3 based pipeline for reproducible
analysis of qualitative data in other contexts.
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2. We use a project facilitating mentor and a research mentor to enhance the success of group
work, implement active learning in labs, and discussion sections that are focused on team
building and on learning how to do research. This approach is akin to the recently proposed
Early Research Scholars Program for undergraduate research [23]. We effectively use and
extend this approach to the high school level and for AI education.

3. With data from pre- and post-course Likert surveys and our GPT-based categorical analysis
of qualitative data, we report significant increase in the students’ technical articulation and
fidelity in defining a neural network and their outlook on the ability of AI to solve complex
problems in the world.

4. By scaffolding research projects in the students’ learning process, we observe a significant
increase in the students’ outlook on AI being able to solve complex problems. Further, we
observe a significant increase in students believing that they have advisers or role models in
AI and CS.

2 Research Methods

2.1 Course design

The course was proposed under the “Pre-College Programs Office” with qualified students in the
9th, 10th, and 11th grade. The course was developed over 8 months (from student selection to
material development) under the guidance of the Director of pre-college programs in UC Santa
Barbara’s Summer Research Academies (SRA). This course was offered as a research track among
10 other STEM and non-STEM tracks in the SRA 6-week summer program. The title of the
course was “Diagnostic AI — Transforming Healthcare Using Image Processing and Learning
from Biomedical Images”. The course was delivered and mentored by a faculty in the pre-college
program, the pre-college program director, and three graduate students (an instructor-of-record,
a teaching assistant, and a communication teaching assistant). In this interdisciplinary course,
students were exposed to traditional image processing and advanced deep learning methods for
biomedical applications.

The course design goes beyond image classification tasks using GUIs, game-based learning, and
other conventional high school-level learning modules that do not expose the students to the tech-
nical topics in AI. We teach technical topics in deep learning using applied research projects to
real-world healthcare datasets (such as tumor growth, cancer, and more). Other than teaching
technical skills, the program was also aimed to enable students to produce novel contributions to
the domain of diagnostic artificial intelligence. The program required students to present their re-
search projects in a capstone seminar and submit a research report similar to a conference paper.
To accomplish these goals, discussions on research practices and academic communication were
included in the course design, facilitated by a dedicated communication TA for these aspects.

The 5E approach used in course: The 5Es approach [24, 25] to course design was crucial in
designing the course as shown in Figure 1. To “Engage”, we incorporated seminar talks, memes,
game-ified activities. Students “Explore” hands-on and research skills through labs, mentoring
sessions/team building process. To “Explain”, we used lectures and lab sessions. To “Extend”,
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Figure 1: Course structure with dual-advising structure for pre-college students. (A) The
role of the instructor in the pre-college summer research program (UC Santa Barbara’s Summer
Research Academies). (B) The project mentor and lab structure led by a teaching assistant who
mentors the research projects and demonstrates required technical skills in hands-on sessions. (C)
Research project structure and research communication strategies taught to the students in the
course, describing the role of the communication mentor.

we provided ample opportunities for students to work on projects. Finally, to “Evaluate”, we used
project presentations, reports, and reflections.

Role of communication TA in the dual-advising structure The communication TA in our pre-
college course played an important role in teaching the basic principles of a research project. This
mentor presented a simplified research process composed of five sequential activities: research
question formulation, hypothesis formulation, experiment design, data analysis, and conclusion
(see Figure 1C). The communication TA emphasized the role of supporting elements in the process
of a research project: documentation, project management, and ethics.

Scaffolded AI projects: Ten groups of three students each worked on ten different projects. Each
group’s self-reported Python proficiency before the course is shown in the Figure 2B. We expected
that these self-reported ratings would be slightly exaggerated in accordance with performance
avoidant behavior [26]. So, the course design relied only on basic Python proficiency. Since the
pre-college students participating in this program were new to research, three scaffolds were used
in administering the research projects. First, the instructor’s in-class discussion involved solving
a tangible problem directly related to all projects irrespective of the choice of dataset – neural
network building blocks using the Python pytorch library, statistics of model accuracy, and the data
science pipeline (see Figure 1A). Next, in the lab, the TA used jupyter notebooks and live coding
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sessions to implement the concepts from the lecture for each team’s particular application. The TA
worked with each team to develop project milestones and offered debugging sessions to achieve
these milestones (see Figure 1B). Finally, the communication TA offered guidance on structuring
the research project along with specific achievable goals on the report and the presentation (see
Figure 1C).

Majority of the groups built a neural network from scratch for their final projects. Group 6 chose
to use an off-the-shelf neural network model with some modifications while three groups created
an ensemble model. The neural network models for 7 out 10 groups were independently built.
Each group worked on a project with an application in healthcare with varying levels of difficulty
(shown in the table in Figure 2B). The students were offered some ideas by the instructors but 6
out of the 10 groups selected their own Capstone projects. All of the 10 projects address a diverse
range of biomedical applications — brain scans, cell microscopy images, X-rays, tissue imaging,
and so on.
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Figure 2: Assessment design. (A) Design of formative assessments to promote computational
thinking without relying on advanced Python proficiency. Gradual increase in difficulty level and
lines of code required for assignments is also shown. (B) Student teams Python proficiency and
the properties of their summative assessment projects. (C) Diversity of student projects in the
healthcare domain.
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2.2 Selection of high school students

High school students were formally recruited by the summer program office in coordination with
the instructor at the university for this research-based course. Priority was given to students with
prior background in programming, junior or senior year high school students, and students who ex-
plicitly discussed healthcare motivation in their personal statements. Thus, the student population
in this study reflects a strong selection bias. The course was offered under the direction of the sum-
mer program office. The summer program office also obtained consent from the students’ parents
for the participation of their children in this research-based education program. No prospective
educational research project was designed. The data shown in this paper was extracted retrospec-
tively from regular education activities designed for the course — anonymous surveys on outlook
with a question on consent of use of the student’s responses, technical project reports, in-person
labs, and final presentations.

2.3 Course data

During the course, a pre-program survey, a pre-course survey, and a post-course survey was admin-
istered. The pre-program survey was used in assessing student preparation and in forming student
teams. The groups were constructed such that each group’s average Python proficiency was bal-
anced. In addition, we asked questions akin to a “Values Affirmation Survey” [27] to promote a
growth mindset in the class.

The pre- and post-course survey consisted of the same questions so that we can analyze any sig-
nificant changes. Students were asked to rate each statement according to the Likert scale with
strongly agree, agree, neutral, disagree, and strongly disagree options. In addition to the objective
questions, we also asked a few open-ended questions to gauge the satisfaction of learning outcomes
of the course. We obtained a total of 30 pre- and 25 post-survey responses. We highlight a few
relevant survey questions here and point the reader to Appendix A for the list of all questions.

(a5) [Likert scale] I am confident in the ability of AI to solve the most complex problems in the
world in the future.

(a10) [Likert scale] I have advisers and/or role models in AI and CS (other than my parents).

(b1) [Open-ended] What do you know about neural networks (write in one sentence without
looking it up)?

(b2) [Open-ended] What kinds of problems do people in AI work on? What kinds of medicine
and healthcare problems do you imagine can be solved with AI?

To facilitate binary classification analysis and simplified visualization, we clubbed the “Strongly
Agree” together with “Agree” and the “Strongly Disagree” with “Disagree” responses. We note
the effect of this data reduction wherever it led to a change in the conclusion.
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Table 1: Examples of Prompt Engineering for Different Learning Paradigms
Type of
prompt
settings

Example Prompts

In the pre-survey and the post-survey, the question is: “What do you know about neural networks
(write in one sentence without looking it up)?” Students have responded to this question. The
task is to score each response based on the following criteria on “Fidelity”.

Zero-shot Title: Technical Depth & Accuracy. Description: Evaluates the richness and
correctness of the technical details provided in the answer.

One-shot Example ratings:
- Input text: “Neural networks are a series of hidden layers (Conv2D,
BatchNorm, MaxPooling, etc.) that each contain a certain number of trainable
parameters (neurons), which are updated by using gradient descent after each
iteration when the loss is calculated.” Rating: 0.95

Few-shot Example ratings:
- Input text: “Neural networks are a series of hidden layers (Conv2D,
BatchNorm, MaxPooling, etc.) that each contain a certain number of trainable
parameters (neurons), which are updated by using gradient descent after each
iteration when the loss is calculated.” Rating: 0.95
- Input text: “Neural networks is the structure behind artificial intelligence that
make it able to “think” and operate the way it does.” Rating: 0.2
- Input text: “A neural network is a way for AI to simulate the human brain
through interconnected nodes with many different hidden layers.” Rating: 0.6

2.4 GPT codebook and the categorical scoring system

For the open-ended questions, the text in responses was analysed using the gpt-3.5 model pro-
vided by Open AI [28]. We designed a categorical scoring system [29] for this text analysis relevant
to our research questions. Three distinct categories were defined for each question. Each category
was characterized by specific high-scoring and low-scoring phrases that represented the desired
response. The students’ answers were then evaluated against these criteria. A continuous score
ranging from 0 (weak alignment) to 1 (strong alignment) was assigned to each response in each
category. For example, to assess students’ understanding of neural networks, responses were eval-
uated on expression, fidelity, and applicability. Expression measures the students confidence and
clarity when defining neural networks. Fidelity measures technical depth of the student definition.
Applicability scores the students’ definitions on whether they can comprehend the applications and
limitations of neural networks. Similar criteria were designed for other questions that were con-
cerned with the student outlook and the general scope of AI. A detailed description of the criteria
is given in Appendix B.

We develop a qualitative coding method to identify patterns in the data (open-ended survey re-
sponses). We explore a novel approach that leverages large language models (LLMs) to facilitate
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this qualitative coding. We develop prompts that include specific instructions and codebooks to
increase LLMs’ performance in a new task with unseen data. We chose gpt-3.5 model dur-
ing the prompting process. We designed different example-centered prompt settings, specifically,
zero-shot, one-shot, and few-shot settings as shown in Table 1. For the one-shot setting, we pro-
vided only one example for each code. For the few-shot setting, we provided three examples for
each code. An expert developed a codebook and coded responses to one of the survey questions
“What do you know about neural networks (write in one sentence without looking it up)?” on
three criteria: “Expression”, “Fidelity”, and “Applicability”. The expert is a senior author in this
paper who was separated from all elements in the course design, delivery, and assessments, that
is, the expert rater was not biased with pre- and post-survey questions or their mapping and any
other details about the students. This removes the bias of any hypothesis in the expert rater. The
prompt follows the structure of [Question/Criteria/Title/Example ratings] as shown in Table 1. For
all prompt variants, we included an identity modifier and a custom instruction to constraint output
space (see Appendix B).The code utilized in this study is accessible through GitHub [30].

2.5 Statistical data analysis

We measured the performance of our LLM-based approach for categorical scoring of qualitative
data with Pearson correlation coefficient (PCC) that measures linear correlation between multi-shot
rating and expert rating [31]. Higher PCC indicates how two coders agree with each other as shown
in Table 2. Our results suggest that it is feasible to use the GPT-based codebook method described
earlier for deductive coding. When analyzing questions (b1) and (B1), our LLM-based approach
achieved strong agreement with the expert rater in the categories of fidelity and expression with
PCC > 0.7. For applicability, we observed moderate agreement, PCC > 0.5 with expert rating,
see Table 2.

We perform t-test to examine the presence of statistically significant differences in ratings from pre-
versus post-survey on paired responses. For objective data, we conduct an independent two-sample
t-test on the response distribution of pre-course and post-course Likert surveys. For subject data,
we conduct t-test on the scoring obtained from few shot learning. A p-value < 0.05 demonstrates
potential significance of the observed differences between the two response distributions answering
RQ1 and RQ2.

Table 2: Pearson correlation between expert ratings and gpt-3.5 ratings
Experts Few Shot One Shot Zero Shot

Expression 0.73 0.78 0.71
Fidelity 0.78 0.85 0.79
Applicability 0.52 0.49 0.47

To appear in the proceedings of the 2024 American Society for Engineering Education (ASEE)'s Annual Conference & Exposition



A. Expression B. Fidelity C. Applicability
S

co
re

* * *

Figure 3: Quantifying neural network comprehension with GPT-based codebook. (A-C) Few-
shot learning based GPT scores given to student responses under the “Expression”, “Fidelity” and
“Applicability” categories respectively shown in violin plots. * denotes statistically significant.

3 Results

We analyzed the course surveys to study the change in student self-efficacy, satisfaction of learning
expectations, enthusiasm, and their outlook on AI. To get further data on these evaluation cate-
gories, we analyzed the text from open-ended questions, student evaluations, and student projects
(as described in research methods above).

Increase in students’ comprehension of neural networks. Students were asked to define a neu-
ral network in pre- and post-surveys. Using the GPT-based categorical scoring method that we
developed, we scored students’ answers on their 1) accuracy and fidelity, 2) their understanding of
applications, and 3) their confidence and expression. In all three categories, we observe a statisti-
cally significant improvement as shown in Figure 3.

The course employed two pedagogical instruments — healthcare-focused AI research scaffolds to
teach technical neural network concepts, and a communication TA for a dual advising structure.
In response to these, we observe that the students did not simply gain a superficial understanding
of the technical topics in AI. Instead, they were able to accurately articulate neural networks in
technical depth and contextualize that information with applications. The p-values are shown in
Table 3. On the other hand, no significant change was observed in students’ reflections on ethical
considerations in the field of AI. We hypothesize that due to the short-time and fast-paced nature
of the course, not much time could be devoted to discussions on ethical considerations in applying
AI models to healthcare data. This is a crucial area and has been highlighted as one of the topics
that is hard to teach at the high school level [32]. From our data analysis, we cannot conclude any

Table 3: p-values for pre- vs post- analysis
Pre vs post Expression Fidelity Applicability

What do you know about neu-
ral networks?

7.94× 10−3 2.31× 10−3 2.35× 10−2

What kinds of problems do
people in AI work on?

1.84× 10−1 4.20× 10−1 7.43× 10−1
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Figure 4: Quantifying student outlook towards AI using GPT-based codebook. (A-C) Violin
plots show GPT scores categorized under AI realism/scope, AI for healthcare, and ethical reflec-
tions respectively.

significant change in how students perceive the limitations and scope of AI (see Figure 4).

Before the program, approximately 50% of students lacked confidence in Python programming as
shown in Figure 2B. The lab instructor offered pre-requisite resources beforehand and directed stu-
dents in the labs who struggled with Python in a project-based learning fashion. By the end of the
course, 60% constructed neural networks from scratch in Python, demonstrating the improvement
in students’ increased proficiency. Moreover, 90% of the students developed models either from
scratch or by ensembling multiple models. This involves significant coding in Python (Figure 2A).

Increase in student self-efficacy. We report the change in student self-efficacy measured using
three related variables: (1) student confidence on speaking up about a technical area like AI, (2)
student self-assurance and positive outlook for success in an AI career, and (3) outlook towards the
field of AI. First, we observe an increase in the students’ ability to understand and communicate
AI research. As shown in the post-survey results (see Figure 5A), students’ showed a significant
increase in confidence in speaking up about topics in AI. The students’ ability to handle techni-
cal questions from the audience when they presented their research projects reflects this reported
increase in confidence on speaking about AI in the survey. A central element of the course struc-
ture was the research mentoring and team building guided by a communication TA. The process
of research mentoring creates a supportive environment with new advisers and role models. We
observe a statistically significant change in students’ self-assurance in identifying advisers and role
models in AI and CS (see Figure 5B). Finally, being able to follow the latest advances in the field
is an essential skill to any practitioner in a fast-paced field such as AI. We observed an increase
in the grasp of fundamental concepts of AI after this course, as discussed in the previous section.
Moreover, we also note a significant increase in students’ self-belief on AI being able to solve
complex problems in the future (see Figure 5C).

Related to self-efficacy, we also find that there were no statistically significant changes observed in
questions on the following topics: (1) student’s belief in pursuing a career in AI, and (2) students’
confidence in finding support among peer group. These two observations highlight the selection
bias in our study where the selected students’ were likely already interested in AI careers, hence,
no significant change was observed.
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The diversity of student projects All ten projects addressed unique biomedical image modality
and research question (see Figure 2). This highlights the potential of healthcare application as not
only invigorating but also providing a wide variety of diverse examples to facilitate projects. The
GitHub repositories for some of the projects and selected arXiv papers for the teams are publicly
available [33, 34, 35].

4 Discussion

4.1 Future research directions on self-efficacy

The structure of the program was unique and it afforded a communication mentor beyond the
technical lab leading mentor. This setup helped all students to develop soft skills that accelerate
learning. However, our research did not collect any data that directly measures the impact of the
communication TA. Student interviews and focus groups may be helpful in this regard, where qual-
itative data on teaching strategies, course design, and research project design could be gathered.
Further, student evaluations may be used to correlate the findings of our paper.

For the construction of prompts used in the GPT categorical scoring system, we used a codebook
developed by experts. This provides transparency but may limit the model’s performance as indi-
cated by a decline in Pearson correlation from one-shot to few-shot. In response to this finding,
an interesting future direction could be to design an effective codebook by analyzing transformer
model performance as well. Another interesting future direction is to study the interplay between
the qualitative GPT scoring with the quantitative Likert survey responses. This exploration could
lead to more sophisticated strategies for integrating these two forms of analysis using GPT tech-
nologies for advanced mixed methods.
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Figure 5: Quantification of student self-efficacy using quantitative surveys (A) Pre- and post-
course survey responses on questions related to speaking up about AI. (B) Student self-assurance
increased significantly in post-course survey as they reported having advisers or role models in
CS. (C) Students’ outlook towards the field of AI being transformative in the future increased
significantly.
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4.2 Limitations

We note the following limitations of our study:

1. Selection bias: The students enrolled in the program were top-performing students of their
class. A majority of the enrolled students already displayed a passion for AI before joining
the program. Both of these factors limit our findings.

2. Confirmation bias: Some survey questions used language that may have contributed to a
confirmation bias — a commonly acknowledged issue with Likert surveys.

3. Retrospective study: The research presented is retrospective, hence, there was no prospective
course design to act as a control experiment. The number of students in the class (n = 30)
is low to draw any strong statistical conclusions.

4. Lack of diverse population of students: Although the student population represented in our
paper is gender-balanced (17 girls and 13 boys), there is no representation of African Amer-
ican or Native American students who belong to historically underrepresented minorities in
CS. Further, the reported literature and findings in this paper are strongly centered on the
American education system, limiting its wider applicability.

5. The evidence presented for increased self-efficacy as a result of the dual-advising structure
is indirect. Further research must be conducted with focus groups and interviews of past
participants to gather direct evidence.

5 Conclusion

In this paper, we study the educational benefits of a dual advising structure and AI research scaf-
folds for high school students. The course design studied is a pre-college program at the University
of California, Santa Barbara. We collected both quantitative and qualitative survey data to analyze
student self-efficacy and technical comprehension of neural networks. We propose a LLM-based
categorical scoring system and codebook for qualitative data to interpret open-ended survey re-
sponses. Using this method, we find that students’ self-efficacy and comprehension significantly
improved. We provide a publicly available blueprint to extend this GPT codebook to analyze other
qualitative data in the future. The fundamental exploration of student efficacy and learning of AI at
the high school level provides promising insights for future AI curricula design at the high school
level.
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Appendix A

The Likert survey questions are shown here. For each question, the student was asked to choose
their opinion from Strongly Disagree, Disagree, Neutral, Agree, and Strongly Agree. The pre- and
post-course survey questions were:

(a1): I am comfortable with advanced mathematical concepts such as differential equations, prob-
abilities, matrix algebra.

(a2): I believe that understanding advanced mathematics is critical for learning AI.

(a3): I am comfortable speaking up for myself in an AI field.

(a4): I am confident in my ability to grasp complex mathematical concepts.

(a5): I am confident in the ability of AI to solve the most complex problems in the world in the
future.

(a6): I am excited about the possible practical applications of the mathematical concepts in AI.

(a7): It is likely that I will have a career in AI in the future.

(a8): How likely do you think it is that you attain that position [your dream AI position]?

(a9): I am confident that I can easily find support from peers as I learn topics in AI and CS.

(a10): I have advisers and/or role models in AI and CS (other than my parents).

The post-survey repeats most of the questions above. In addition, we added the following questions
in the post-survey.

(A1): I am now more comfortable with advanced mathematical concepts, such as differential equa-
tions, probabilities, and matrix algebra, as a result of this course.

(A2): This course has enhanced my self-awareness regarding my comfort and understanding of
mathematical concepts like calculus (differentiation, integration), matrix convolutions, and
proofs of optimizations.

(A3): I found that my learning of AI topics was limited due to my prior understanding and comfort
with advanced mathematical concepts.

(A4): While this course did not concentrate on imparting the necessary mathematical concepts, I
was still able to learn about the critical concepts and principles of AI and learning models.

(A5): My personal learning goals were met in this course.

(A6): My confidence in speaking up in an AI field/on a topic in AI has increased as a result of this
course.
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(A7): My confidence in my ability to grasp complex mathematical concepts has increased after
this course.

(A8): I am confident in the ability of AI to solve the most complex problems in the world in the
future.

(A9): It is likely that I will have a career in AI in the future.

(A10): How likely do you think it is that you attain that position [your dream position]?

(A11): I am confident that I can easily find support from peers as I learn topics in AI and CS.

(A12): I have advisers and/or role models in AI and CS (other than my parents).

The subjective questions in pre-survey include the following:

(b1): What do you know about neural networks (write in one sentence without looking it up)?

(b2): What kinds of problems do people in AI work on? What kinds of medicine and healthcare
problems do you imagine can be solved with AI?

The subjective questions in the post-survey are as below:

(B1): What do you know about neural networks (write in one sentence without looking it up)?

(B2): What do you know about deep learning (write in one sentence without looking it up)?

(B3): What kinds of problems do people in AI work on? What kinds of medicine and healthcare
problems do you imagine can be solved with AI? How have your views changed after this
course?
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Appendix B

Description of categorical coding of qualitative data to study the comprehension of neural net-
works:

(C1): Expression: Clarity & Confidence. Description: Assesses the answer’s coherence, under-
standability, and the assertiveness with which a statement is made.

(C2): Fidelity: Technical Depth & Accuracy. Description: Evaluates the richness and correctness
of the technical details provided in the answer.

(C3): Applicability: Utility, Application, & High-level understanding. Description: Assesses the
student’s understanding of how neural networks and deep learning align with core concepts
and their utility in applications. Student’s high-level understanding of the overall modeling
is also rated higher.

Description of categorical coding of qualitative data to study student outlook in AI:

(D1): AI Realism & Scope: Reflects the student’s understanding of the breadth of AI applications,
awareness of its limitations and failures, and appreciation for the detailed technical aspects.
This category seeks to gauge a realistic and comprehensive perception of AI.

(D2): AI for Health: Assesses the student’s insight into the specific applications of AI in health-
care, recognition of its limitations within this field, and an understanding of the more tech-
nical aspects. This category aims to evaluate a well-rounded view of AI’s role in healthcare.

(D3): Ethical Reflection: Gauges whether the student reflects on ethical considerations related to
the application of AI, especially in fields like healthcare, which can directly impact human
lives.

Prompts for GPT to rate each of the criteria are composed of three parts — (1) a custom instruction
text that remains the same throughout the study, (2) a description of criteria to rate (as given above),
and (3) example ratings, 3 examples for few-shot learning, 1 example rating for one-shot learning,
and no example ratings for zero-shot learning.

The common preamble instructions given to GPT are: About you: I am an instructor for a four-
week course on ”Diagnostic AI” with 30 high school students. I am a researcher on pedagogy and
currently working on a research paper to quantify the AI comprehension in this course that uses
limited math and calculus background (because they are high school students).

For this research, I have conducted a pre-survey and a post-survey. This survey has subjective
questions that I would like to classify among different categories and quantify the subjective sen-
tences into these categories.

How to respond:

To appear in the proceedings of the 2024 American Society for Engineering Education (ASEE)'s Annual Conference & Exposition



This is a research task. Stop responding in sentences. Stop responding in sentences.

I will give you a list of student responses that are answers to questions in a pre-survey and a post-
survey from students. I will also give you the criteria according to which you will score the text.
Based on the criteria, score each answer for a given question in the continuous range of 0-1, where
the weaker answer will be near 0 and the stronger near 1.

Stop responding in sentences.

Then, for each criteria the prompt followed the structure below. We give one of the prompts here.
The other 5 prompts followed a similar structure with different expert ratings for each category
given as examples. For one-shot, only one expert rating was added in the prompt, while in zero
shot no expert rating was added.

Prompt:

This is a research task. Stop responding in sentences. This is a research task. Stop responding in
sentences. This is a research task. Stop responding in sentences.

In the pre-survey and the post-survey, the question is: ”What do you know about neural networks
(write in one sentence without looking it up)?”

Students have responded to this question. The task is to score each response based on the following
criteria on Students have responded to this question.The task is to score each response based on
the following criteria on ”Expression”:

Criteria: Expression

Title: Clarity & Confidence

Description: Assesses the answer’s coherence, understandability, and the assertiveness with which
a statement is made.

**Example ratings:**

For the input text: ”A model inspired by the interconnected neurons in the human brain that trains
on data to learn patterns and increase its accuracy for classification, segmentation, or detection
tasks” The rating is: 0.85

For the input text: ”If I remember correctly, neural networks use many layers of convergance(?)
to arrive at a result.” The rating is: 0.15

For the input text: ”A neural network is a way for AI to simulate the human brain through inter-
connected nodes with many different hidden layers.” The rating is: 0.55

Each new line consists of a new student response. You must respond with scores between 0 to 1 for
the criteria on Expression defined above.
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This is a research task. Stop responding in sentences.

This is a research task. Stop responding in sentences. You must respond with scores between 0 to
1 for the criteria on Expression defined above.

This is a research task. Stop responding in sentences. If you understand the task, your next response
will read: ”Yes, give me the student responses separated by a new line and I will score them based
on the criteria on Expression.”

The reader may observe that some repetitive instructions were included in the prompt to prevent
the random hallucinating behavior of the gpt-3.5 model.
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